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A B S T R A C T

Understanding language neurobiology in early childhood is essential for characterizing the developmental 
structural and functional changes that lead to the mature adult language network. In the last two decades, the 
field of language neurodevelopment has received increasing attention, particularly given the rapid advances in 
the implementation of neuroimaging techniques and analytic approaches that allow detailed investigations into 
the developing brain across a variety of cognitive domains. These methodological and analytical advances hold 
the promise of developing early markers of language outcomes that allow diagnosis and clinical interventions at 
the earliest stages of development. Here, we argue that findings in language neurobiology need to be integrated 
within an approach that captures the dynamic nature and inherent variability that characterizes the developing 
brain and the interplay between behavior and (structural and functional) neural patterns. Accordingly, we 
describe a framework for understanding language neurobiology in early development, which minimally requires 
an explicit characterization of the following core domains: i) computations underlying language learning mech-
anisms, ii) developmental patterns of change across neural and behavioral measures, iii) environmental variables that 
reinforce language learning (e.g., the social context), and iv) brain maturational constraints for optimal neural 
plasticity, which determine the infant’s sensitivity to learning from the environment. We discuss each of these 
domains in the context of recent behavioral and neuroimaging findings and consider the need for quantitatively 
modeling two main sources of variation: individual differences or trait-like patterns of variation and within- 
subject differences or state-like patterns of variation. The goal is to enable models that allow prediction of 
language outcomes from neural measures that take into account these two types of variation. Finally, we examine 
how future methodological approaches would benefit from the inclusion of more ecologically valid paradigms 
that complement and allow generalization of traditional controlled laboratory methods.   

1. Introduction

Infants and toddlers acquire language at a rapid pace, with little
apparent effort, and achieve most language milestones by age three. 
Infants are indeed better language learners than adults and, in a matter 
of months, can learn complex features of their native language(s) 
regardless of culture, family background and language topology. Typi-
cally developing children master the phonetic contrasts of their native 
language(s) by the end of their first year. They begin to form their first 
form-to-meaning mappings at approximately 6 months of age and pro-
duce their first words at the one-year mark. Soon after, their vocabulary 
grows rapidly and, by the end of their second year, children can produce 
multi-word utterances and engage in conversations. During these early 
years, the brain is particularly malleable and responsive to experience 

and substantial changes are observed across both brain structure and 
function. Despite these unique developmental feats, most research on 
language neurobiology has focused on the mature adult brain. Partly, 
this is due to the unique challenges posed by pediatric neuroimaging and 
the limited availability of experimental methodologies and analytic 
pipelines that allow careful studies of age-related changes and infant-to- 
adult comparisons (Barkovich, Li, Desikan, Barkovich, & Xu, 2019; 
Cusack, McCuaig, & Linke, 2018; Raschle et al., 2012). Importantly, the 
infant brain undergoes rapid developmental changes that affect brain 
structure, metabolism, and function. Precise modeling of these dynamic 
neural patterns requires age-appropriate experimental protocols, as well 
as pre- and post-processing techniques that are tailored to the needs of 
pediatric populations, such as methods that deal with motion artifacts 
and high-water content (Silbereis, Pochareddy, Zhu, Li, & Sestan, 2016; 
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Vasung et al., 2019). 
Our understanding of brain structure and function has considerably 

improved since the early studies on language neurobiology by physi-
cians Paul Broca and Karl Wernicke, which paved the way to the first 
neurobiological models of adult language processing. Several non- 
invasive neuroimaging methodologies (e.g., fMRI, MEG, EEG, fNIRS) 
are currently available to conduct investigations of language neurobi-
ology in early development. Furthermore, robust approaches for 
reducing motion artifacts (Grayson & Fair, 2017; Power, Schlaggar, & 
Petersen, 2015; Yan et al., 2013) and methodological protocols for 
conducting pediatric neuroimaging studies (Ellis et al., 2020; Greene, 
Black, & Schlaggar, 2016; Turesky, Vanderauwera, & Gaab, 2021) have 
been developed in the last decade. In the context of these advances, we 
consider here the fundamental elements that are necessary to obtain a 
comprehensive model of language neurobiology in the developing brain. 
Understanding language neurodevelopment is crucial to answer funda-
mental questions such as the impact of experience on brain development 
and function, or how the maturational timing of different brain struc-
tures interact with the language input and the changing computational 
infrastructure underlying language learning. Furthermore, infant neu-
roimaging can contribute to the creation of models that predict devel-
opmental trajectories, which has the potential to allow identification of 
language delays and/or disorders before the emergence of behavioral 
symptoms and thereby enable clinical interventions when they may 
yield the greatest benefits. 

The goal of this review is to provide a framework for understanding 
language neurodevelopment that captures the dynamic nature of the 
language learning process. Language, and human cognition more 
generally, emerges from complex patterns of neural activity, which 
unfold across sets of distributed structural and functional networks 
(Byrge, Sporns, & Smith, 2014; Smith & Thelen, 2003; Smith, Byrge, & 
Sporns, 2020). These patterns of neural activity drive real-time behav-
iors, and in turn, these behaviors and interactions with the environment 
evoke specific neural patterns, which change brain connectivity. Un-
derstanding the interplay between behavior and neural activity is 
crucial to delineate neurodevelopmental trajectories . The dynamic 
patterns of language neurodevelopment can be observed across at least 
four domains: i) underlying computations that allow children to extract 
structure from the input, ii) longitudinal behavioral and neural mea-
sures, iii) age-dependent environmental and social cues that support 
language learning, and iv) brain maturational constraints across both 
structure and function, which determine optimal neural plasticity. The 
framework presented herein aims to provide a review of these four core 
domains, with a particular focus on language neurodevelopment, and 
aims to go beyond identification of when certain language-relevant 
neurobehavioral changes develop. The ultimate goal of this framework 
is to build neurodevelopmental trajectories of language learning that 
capture the impact of experience, the social context, environmental 
stimuli and maturational constraints in supporting and fine-tuning as-
pects of language learning across neural and behavioral measures. 

The manuscript is structured as follows. We first provide a descrip-
tion of the framework and its main components with examples drawn 
from prior literature. Second, we discuss how this framework will 
necessitate quantification of both trait (i.e., between-subjects) and state 
(i.e., within-subjects) patterns of neural and behavioral variation across 
development. Next, we consider how quantification of neuro-behavioral 
variation may in turn enable prediction of language measures from 
neural patterns, which opens the door for developing robust neural and 
behavioral markers of language outcomes that are relevant for early 
diagnosis of speech and language disorders. The manuscript ends with 
some timely reflections about how the implementation of more 
ecologically valid paradigms, in combination with theoretically groun-
ded observations, may improve the generalization of findings to real-life 
contexts. 

2. A framework for understanding language neurobiology in 
early development 

Investigations into the neural mechanisms subserving language 
functions have focused primarily on the adult brain. The Wernicke- 
Lichtheim-Geschwind ‘classical model’ of language processing was the 
first model proposed to capture how the adult brain processes linguistic 
stimuli (Broca, 1861; Geschwind, 1965; Lichtheim, 1885; Wernicke, 
1874). This model relies on single-word processing and deficit-lesion 
associations in stroke patients. It proposes an interplay between a left 
inferior frontal region (Broca’s area) assumed to support language 
production and a posterior temporal brain area (Wernicke’s area), 
claimed to subserve language comprehension. These areas are struc-
turally connected by the arcuate fasciculus fiber bundle. Despite its 
simplicity (or maybe because of it), the Wernicke-Lichtheim-Geschwind 
model has dominated the field of language neurobiology and influenced 
clinical assessments of speech, language and reading disorders, even to 
this date. Over the last two decades, research on language neurobiology 
has undergone a paradigmatic shift thanks to the advent of non-invasive 
functional brain imaging, which has increased the spatial and temporal 
resolutions with which investigations into language neurobiology can be 
conducted. For example, cytoarchitectural and immunocytochemical 
data have shown that the canonical Broca’s area is composed of at least 
10 subregions, which may implicate a larger number of functions than 
previously assumed (Amunts et al., 2010). Language-relevant areas 
extend beyond the classical regions identified in this initial model and 
include regions in the right hemisphere, as well as subcortical structures 
thought to play key roles in language processing, such as the cerebellum, 
the thalamus, and the basal ganglia. The connectivity of these regions is 
also much more complex than initially proposed and certainly not 
restricted to the arcuate fasciculus (Fedorenko & Thompson-Schill, 
2014). Finally, neuroimaging studies across cognitive domains have 
revealed that the human brain is organized into several distributed 
functional networks that interact at multiple spatiotemporal scales 
(Petersen & Sporns, 2015; Sporns, 2013; Yeo et al., 2011). These find-
ings, along with progress in computational methods and the availability 
of large-scale neuroimaging datasets, have set the stage for models on 
the functional neuroanatomy of language that move beyond spatial 
localization of Brodmann areas to identification of distributed neural 
networks at both cortical and subcortical levels. 

Current models of language neurobiology in the adult brain aim to 
develop mechanistic and ultimately explanatory hypotheses that link 
neurobiological mechanisms with computationally explicit psycholin-
guistic processes. These models increasingly rely on a close connection 
among disciplines such as neuroscience, cognitive psychology, compu-
tational modelling, and linguistics. These inter-disciplinary efforts have 
led to models of language processing that are theoretically motivated 
and both neurobiologically and computationally grounded. Although 
these models differ in the details of the hypothesized computational 
processes and set of brain regions involved, all of them rely on cortical 
interactions between a primarily left-lateralized set of regions that in-
cludes areas in the prefrontal, temporal and parietal cortices and are 
connected via ventral and dorsal pathways (Bornkessel-Schlesewsky & 
Schlesewsky, 2013; Friederici & Gierhan, 2013; Friederici & Warten-
burger, 2010; Friederici, 2018; Hagoort, 2017, 2019; Hickok & Poeppel, 
2007; Poeppel, 2014; Ullman, 2016). Most of the data contributing to 
these models come from studies on word retrieval, sentence-level syn-
tax, and semantics. A set of right-lateralized regions including the right 
temporoparietal junction and the medial prefrontal cortex subserve 
processing of pragmatic information and processes related to theory of 
mind and mentalizing. 

There are both methodological and analytical challenges that have 
prevented the elaboration of similar models of language development in 
the infant and child brain with robust timelines of changes across both 
behavioral and neural levels. These limitations have been discussed 
extensively in prior work (Copeland et al., 2021; Cusack et al., 2018; 
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Dubois et al., 2021; Ellis et al., 2020; Turesky et al., 2021). Here, we 
focus on identifying the core components that we argue need to be in-
tegrated across linguistic domains to achieve a comprehensive under-
standing of language neurobiology in early development. We will focus 
on auditory language comprehension and on the first three years of life, 
an age by which the main language developmental milestones have been 
achieved and during which most language delays and disorders emerge 
(Feldman, 2019; Gervain, 2020). Although language modalities vary in 
the type of input/output (e.g., the oral-auditory modality of spoken 
languages, the visual-gestural modality of sign languages and the tactile 
modality of deaf-blind languages), we expect that this overall frame-
work will be relevant for other language modalities as well. To illustrate 
this framework, we will be drawing on findings from the prior literature 
within the domains of native-language phonemic discrimination and 
early lexicon development. 

Specifically, we argue that modeling language neurobiology requires 
an understanding of at least four core domains. First, a description of the 
computations underlying language learning mechanisms (e.g., tracking 
of statistical regularities from the environment), which will contribute 
to characterize the types of input that are relevant for extracting lin-
guistic structure. Second, an understanding of how neural and behav-
ioral patterns change over time, which will help delineate 
neurobehavioral trajectories of typical and atypical development. Third, 
consideration of the types of environmental and social cues that reinforce 
language learning over time, which will shed light on how environ-
mental factors (e.g., caregiver-child interactions) impact the learning 
process. Fourth, a description of the brain’s maturational trajectories, 
which determine optimal neural plasticity and constrain learning from 
the environmental input. Findings across these four core domains need 
to be integrated to achieve a comprehensive understanding of language 
neurobiology in early development. 

From a more practical standpoint, this framework can be illustrated 
by considering the case of a 10-month-old infant who is learning their 

first word-referent pairings. Some of the questions that this framework 
aims to address are: What types of input is the infant using to extract 
linguistic information? How does the learning process impact behavioral 
and neural activity? How do behavior and neural measures change over 
time as a function of learning? What are the social and environmental 
factors that support language learning? Finally, how do brain matura-
tional processes constrain the learning process? Fig. 1 illustrates this 
framework, which hypothesizes that language-relevant neural patterns 
depend on a widespread and distributed set of networks that are 
dynamically evolving across development to support language learning. 
This set of networks may not be necessarily unique to processing lin-
guistic stimuli and may change as a function of the computations un-
derlying the learning process, the environmental stimuli (including the 
social environment), and brain maturational constraints. The remainder 
of this section describes in more detail each of the core domains included 
in this framework. 

2.1. Computations underlying language learning mechanisms 

Speech processing – extracting meaning from sound-pressure varia-
tions – is fast and largely incremental since several levels of linguistic 
processing (e.g., phonetics, syntax, semantics, prosody) occur in parallel 
as soon as a single word is heard. How do infants extract structure and 
meaning from this complex signal that requires rapid form-to-meaning 
mapping? Specifically, what are the elements in the speech signal that 
infants use to extract information about language structure and the 
computations (i.e., transformations of the input) that underlie this pro-
cess? We refer in this section to two types of computations that rely on 
extracting statistical regularities from the speech input: tracking of 
transitional probabilities between syllables, which supports segmenta-
tion of the speech stream; and tracking of co-occurrence frequencies 
across words and referents, which supports learning of word-referent 
pairings. 

Fig. 1. Schematic illustration of framework and key components to understand language neurobiology in early development. Neurodevelopmental changes 
are shown for three different developmental stages: newborn, one-year old and adult. A comprehensive account of language neurodevelopment requires an un-
derstanding of at least the following components and associated interactions: i) patterns of change across neural and behavioral measures, ii) computations un-
derlying language learning mechanisms, which include language-specific (e.g., phonological word-form detection), as well as supporting (e.g., rhythmic 
discrimination) computations; iii) maturational constraints on sensitivity to learning from the environment, and iv) genes and environmental variables that reinforce 
language learning (e.g., face-to-face interactions, socioeconomic status.). Computations: Gradient color indicates formation of the computation and solid color in-
dicates that the computation is mature. Maturational constraints on learning: Changes in color across developmental stages illustrate age-dependent changes in 
sensitivity to learning from the environment. Language-specific computations have been adapted from Skeide and Friederici (2016). Environmental variables and 
supporting computations are representative examples and do not comprehensively capture all possible computations. 
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2.1.1. Computations underlying discrimination of native phonemic 
categories 

To the adult mind, the speech input is a complex signal. This 
complexity can be illustrated by considering how speech is parsed into 
meaningful units. At the acoustic level, speech sounds in a given lan-
guage are grouped into phonetic units, which are the acoustic in-
stantiations of specific articulatory gestures that constitute the 
consonants and vowels. Importantly, there is substantial variability 
across phonetic units, and a main task for the learner is to identify the 
specific phonetic units that constitute the sounds of their native lan-
guage(s) (Kuhl & Rivera-Gaxiola, 2008; Kuhl, 2007, 2014). This task is 
particularly challenging because the speech signal does not have any 
reliable markers to easily identify meaningful units of speech. Further-
more, there are a number of sources of variation that affect the acoustic 
features of speech sounds. For example, the phoneme /p/ in English can 
be produced aspirated [ph] or unaspirated [p]. The surrounding sounds 
will determine which of these two sounds is ultimately produced. When 
the /p/ sound appears in word-initial position and followed by a stressed 
vowel, speakers will choose to produce the aspirated version [ph], 
whereas the [p] sound will be preferred in most other contexts. There-
fore, although phonetic differences can be observed between these two 
sounds, they both belong to the same phonemic category in English. 
Crucially, exchanging these two sounds will never lead to a change in 
meaning (i.e., they are allophones), unlike in other languages where 
[ph] and [p] indicate different word meanings (e.g., Mandarin Chinese). 
Another source of variability is due to differences across speakers, for 
example as a result of variation in their speech articulators (e.g., 
fundamental frequency and speaking rate). Variation can be observed in 
formant locations, which refer to the concentration of acoustic energy 
around a given frequency in the speech waveform and that vary as a 
function of vocal tract shape and tongue position (Kent & Vorperian, 
2018). Indeed, variation in the spectra of both vowels and consonants is 
present even when the same word is repeated by the same speaker 
(Bürki, 2018; Jacewicz & Fox, 2008). 

Despite the inherent variation in the speech signal and the lack of 
segmentation markers that indicate the boundaries of syllables or words 
in a phrase or sentence, the mature adult brain efficiently groups speech 
sounds into the phonemic categories of their native language(s). How 
does the infant brain learn to categorize speech sounds into the native 
language categories? Specifically, what are the computations that sub-
serve speech segmentation and therefore early language learning? One 
type of computation that has been proposed is the ability of infants to 
accumulate statistical evidence across instances of speech sounds. Evi-
dence for this type of implicit computation was first shown in 8-month- 
old infants by Saffran, Aslin and Newport (Saffran, Aslin, & Newport, 
1996), who used a statistical learning paradigm to show that infants are 
sensitive to the transitional probabilities between syllables in contin-
uous speech. Specifically, the authors tested whether infants could use 
transitional probabilities to segment the speech into meaningful (i.e., 
word-like) units. They exposed infants to a continuous computer syn-
thesized string of coarticulated consonant–vowel syllables (e.g., ‘tibu-
dopabikugolatudaropi”). The transitional probabilities were 1.0 among 
the syllables that made up the pseudo-words included in the string 
(“tibudo”, “pakibu”, “golatu”, “daropi”) and 0.33 between any other 
adjacent syllables. The speech stream contained no other cues that could 
potentially supplement the sequential statistics, such as pauses, into-
national patterns, stress differences or breaks. Therefore, the only cue to 
word boundaries was the transitional probabilities that occurred be-
tween syllables. Upon familiarization with the string for 2 min, the in-
fants’ listening preferences were tested by exposing them to two of the 
original words and two part-words, which were created by concate-
nating syllables that crossed word boundaries (e.g., “dopaki”, which 

consists of the last syllable of “tibudo” and the first two syllables of 
“pakibu”). The infants showed longer listening times for part-words, 
thus indicating that they discriminated between word and part-word 
stimuli and therefore had detected the regularities in the original 
speech stream. Subsequent work showed that infants were indeed 
tracking transitional probabilities and not simply frequency of test 
words and part-words (Aslin, Saffran, & Newport, 1998). 

This sensitivity to sequential regularities in the input is also crucial 
for word segmentation and acquisition of phrase structure (Erickson, 
Thiessen, & Graf Estes, 2014; Estes, Evans, Alibali, & Saffran, 2007; Hay, 
Pelucchi, Estes, & Saffran, 2011; Saffran et al., 2008; Saffran, 2001, 
2002; Shukla, White, & Aslin, 2011). Speech segmentation via accu-
mulation of statistical evidence is indeed essential for word learning 
since infants use their knowledge of statistical patterns in the input 
signal to generate new representational units that can be mapped onto 
meaning (Estes et al., 2007; Lany & Saffran, 2010; Thiessen & Saffran, 
2007; Werker, Cohen, Lloyd, Casasola, & Stager, 1998). In other words, 
they do not only accumulate statistical evidence across instances of 
speech sounds, but also use this information to map their first sound-to- 
object meaning associations. There are additional types of computations 
that are used to build the early lexicon, to which we turn to in the next 
section. 

2.1.2. Computations underlying early lexicon formation 
Word learning relies on the ability of infants to form word-referent 

pairings. To succeed, the learner needs to minimize the uncertainty of 
the referent at the moment when a novel word is encountered. This is a 
particularly complex task in early word learning since everyday contexts 
often present highly ambiguous learning environments with multiple 
potential referents and novel words. Prior studies, however, have shown 
that infants may benefit from such rich and complex natural learning 
environments to solve this indeterminacy problem. Specifically, infants 
seem to rapidly keep track of multiple word-referent co-occurrences and 
evaluate statistical regularities across individually ambiguous words 
and scenes in order to build their first word-referent mappings. Smith 
and Yu (Smith & Yu, 2008) conducted one of the first studies showing 
that 12- and 14-month-old infants narrow down this hypothesis space by 
accumulating statistical evidence across ambiguous word-scene pair-
ings. Infants were taught 6 word-referent pairs through a series of 
individually ambiguous trials. On each trial, infants heard two words and 
were presented with a scene that contained two potential referents. 
Although the word-referent pairings were ambiguous on each trial, a 
given word always occurred with its assigned referent across trials. 
Therefore, tracking co-occurrence frequencies across words and refer-
ents could in principle disambiguate the correct word-referent pairs. The 
results revealed that infants looked longer at the objects more strongly 
associated with the auditorily presented word forms relative to the more 
weakly associated forms. These data were the first to show that infants 
indeed evaluate statistical evidence across individually ambiguous trials 
to establish word-referent associations and that learning of word-picture 
associations occurs rapidly (within less than four minutes of exposure). 

These statistical learning patterns must be grounded on a theoretical 
understanding of how cognitive development unfolds over time. For 
example, tracking of cross-situational statistics to form word-referent 
mappings may rely on (at least) two different learning mechanisms 
(Smith & Yu, 2008). The learner might build hypotheses for each spe-
cific ambiguous trial, which are either confirmed or disconfirmed by 
subsequent trials. The outcome of this learning process is a set of 
confirmed hypotheses that the learner relies on to build word-referent 
mappings. Alternatively, the learner might accumulate associations 
between words and referents across trials. These associative links would 
be strengthened or weakened based on the reliability of word-referent 
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mappings across trials. The outcome of this learning process is a set of 
stronger correct associations relative to wrong associations for each 
correct word-referent pair. Providing a theoretical grounding of how 
these computations unfold may yield an understanding of how non- 
linguistic cognitive abilities, such as memory or attention, contribute 
to cognitive development more generally and language learning spe-
cifically. Furthermore, neuroimaging data acquired during the learning 
process may shed light on the potential learning mechanisms underlying 
these statistical patterns. Although infant studies are currently lacking, 
recent fMRI data with adults using model-based representational simi-
larity analyses (RSA) have shown that cross-situational learning is more 
likely mediated by a propose-but-verify (PbV) mechanism. Under the 
PbV mechanism, only one hypothesis is stored for each word-referent 
pair and, if confirmed on subsequent trials, it is retained (Berens, 
Horst, & Bird, 2018). Crucially, the individual does not store additional 
associations between the word and other potential referents until the 
initial hypothesis is rejected. This mechanism therefore predicts a rapid 
change in the neural representations associated with each correct word- 
object pair. It contrasts with a more gradual change in word-referent 
neural representations during learning, which would be predicted by 
associative models in which the learner accumulates word-reference 
associations that are strengthened or weakened across trials. The au-
thors found evidence for the PbV learning mechanism, which seems to 
be supported by rapid pattern-separation processes in the hippocampus. 
The results of the study, however, do not address whether PbV and 
associative mechanisms operate separately in parallel, as has been 
advocated by other accounts on cross-situational learning (Kachergis, 
Yu, & Shiffrin, 2016; Stevens, Gleitman, Trueswell, & Yang, 2016; 
Yurovsky & Frank, 2015) 

In addition to accumulating statistical evidence from the environ-
ment, infants rely on certain heuristics that allow them to narrow down 
their initial hypothesis space, such as a bias to generalize a word to other 
objects that have the same shape (Carey, 1978; Gleitman, 1990; Mark-
man, 1990) or to associate labels to a whole object rather to a part of the 
object (Landau, Smith, & Jones, 1992; Smith, Jones, & Landau, 1996). 
Statistical evidence from the input along with these cognitive biases 
likely interact to facilitate word-meaning mappings in early develop-
ment. Importantly, the relevant linguistic and extra-linguistic cues and 
computations that underlie language learning mechanisms vary across 
age, which illustrates the dynamic nature of language development. 

Infant learners may use multiple cues simultaneously at any point in 
time to extract information about linguistic regularities. For example, 6- 
month-olds use information about phrasal prosody (i.e., rhythmic and 
intonational cues that mark the boundaries between phrases) (Shukla 
et al., 2011) and their knowledge of function words (de Carvalho, 
Babineau, Trueswell, Waxman, & Christophe, 2019) to infer the mean-
ing of new words. At approximately two years of age, when they have a 
fair amount of lexical and grammatical knowledge, toddlers use word 
order and argument structure to infer the meaning of a novel word and 
use this knowledge for subsequent comprehension and learning (Nai-
gles, 1996; Yuan & Fisher, 2009). At this age, they are also able to track 
the semantic relationships between novel words on the basis of their 
positions within sentences (Wojcik & Saffran, 2015). Therefore, infants 
and toddlers may not only rely on several basic statistics for language 
learning (e.g., transitional probabilities or cross-situational statistics), 
but also on other features of the speech signal (e.g., prosodic patterns or 
sentence structure), as well as the visual and social contexts (e.g., the 
objects in view or the speaker’s gaze) (He & Arunachalam, 2017; 
Romberg & Saffran, 2010). Finally, although not discussed here, 
learners show variation in their abilities to use regularities from the 
input to identify linguistic structure as a result of their attentional (Toro, 
Sinnett, & Soto-Faraco, 2005; Turk-Browne, Jungé, & Scholl, 2005) or 
memory skills (Johnson & Tyler, 2010). Ultimately, identification of the 

relevant informational units that children rely on to extract linguistic 
regularities, as well as an explicit description of the underlying com-
putations, will provide the basis for identification of developmental 
changes in infants’ behavior and neural patterns. 

2.2. Delineating neural and behavioral trajectories in early language 
learning 

Language learning is a highly dynamic and age-dependent process, 
which requires an understanding of patterns of change in order to 
delineate potential behavioral and neural trajectories of typical and 
atypical development. At the behavioral level, developmental timelines 
associated with the mastery of specific language skills have been clearly 
established. For example, the “perceptual narrowing” abilities observed 
in the first year of life or the developmental stages described in the 
acquisition of the first form-to-meaning mappings are well documented. 
At the neural level, studies often focus on identification of the “neural 
correlates” underlying language-related processes at a given age or 
developmental period. At the structural level, studies have attempted to 
describe potential developmental trajectories of brain maturation asso-
ciated with the acquisition of specific linguistic skills (Perani et al., 
2011; Skeide & Friederici, 2016). The relationship between these 
developmental changes and the evolving computational infrastructure 
that underlies the learning process, however, remains relatively unex-
plored. In this section, we focus on findings in the domains of phonemic 
discrimination and word learning that illustrate how developmental 
changes can be investigated across neural and behavioral levels. We also 
discuss how the inclusion of neuroimaging methods with higher spatial 
resolution, including the use of multimodal imaging approaches, can 
provide a better understanding of neurobehavioral changes in early 
development. 

2.2.1. Developmental changes in discrimination and mastery of phonemic 
categories 

Language skills develop incrementally and the ability to acquire new 
aspects of language changes over time as a result of the accumulated 
knowledge and interactions with the surrounding environment. An 
example of this dynamic developmental process can be observed at the 
perceptual level as infants learn the sounds of their native language(s) 
during the first year of life. Discrimination and mastery of phonemic 
categories in the native language occurs because of the infant’s sensitiv-
ities to aspects of the environment during what is referred to as a period of 
“perceptual narrowing”. Perceptual narrowing entails a reduction in 
sensitivity to certain aspects of the environment. These sensitivities are 
often experience-induced in that they allow “narrowing” of broader 
knowledge when optimal stimuli are encountered in the environment. 

The first studies investigating perceptual narrowing in early devel-
opment were conducted by Werker and colleagues in the domain of 
speech perception (Werker, Gilbert, Humphrey, & Tees, 1981; Werker & 
Tees, 1984). Werker and colleagues (Werker et al., 1981), for example, 
investigated phoneme discrimination in adult native speakers of either 
Hindi and English, as well as 7- and 12-month-old infants born to 
English-speaking parents. The participants were tested in their 
discrimination of the Hindi voiceless, unaspirated retroflex versus the 
voiceless unaspirated dental stops (/ʈa/ and /ta/) and the Hindi voiced 
versus voiced aspirated dental stops (/th/ and /dh/). The results showed 
that only adult native speakers of Hindi and 7-month-olds were able to 
discriminate these sounds, whereas adult native speakers of English and 
12-month-olds only discriminated the English phonemes. Since then, a 
number of cross-linguistic studies have shown that infants’ perceptual 
discrimination of speech sounds includes a broader set of distinctions 
early in development, and over time the set of speech sounds narrows 
down to include only the contrasting sounds in the native language(s) 
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(Byers-Heinlein & Fennell, 2014; Flom, 2014; Lewkowicz & Ghazanfar, 
2009; Lewkowicz, 2014; Scott, Pascalis, & Nelson, 2007). These devel-
opmental changes in speech perception show that infants display so-
phisticated abilities early in life, some of which do not fully develop due 
to the lack of exposure to certain types of input. The broader capabilities 
of the infant brain early in life and its rapid adaptability to environ-
mentally relevant distinctions allow humans to learn rapidly and adapt 
quickly. These changes therefore reflect a progression towards a more 
efficient processing of salient environmental input, rather than a 
developmental regression (Scott et al., 2007). Perceptual narrowing has 
been observed across a variety of domains and sensory systems, such as 
infants’ perception of faces (Hayden, Bhatt, Joseph, & Tanaka, 2007; 
Kelly, Liu, et al., 2007; Kelly, Quinn, et al., 2007; Maurer & Werker, 
2014; Pascalis et al., 2005; Scott, Pascalis, & Nelson, 2007), music 
(Hannon & Trehub, 2005) and multisensory auditory-visual perception 
(Lewkowicz & Ghazanfar, 2009; Lewkowicz, Sowinski, & Place, 2008; 
Pons, Bosch, & Lewkowicz, 2019). Importantly, these studies go beyond 
identification of when certain skills or abilities develop by accounting 
for the impact of experience and environmental stimuli in fine-tuning 
aspects of language learning across development. 

Developmental neural changes in response to speech input have been 
observed across linguistic domains, although large-scale longitudinal 
studies in infant language development are currently lacking. The main 
research questions usually focus on how behavioral patterns are 
instantiated in the brain at a specific age or developmental period. Most 
studies in early development have been conducted using recordings of 
event-related potentials (ERPs), which have high temporal resolution 
(less than1 ms) and reflect the rapid unfolding of neural events in 
response to a given stimulus. At the acoustic level, for example, 
discrimination of phonetic contrasts modulates the mismatch negativity 
(MMN) component in infants (Dehaene-Lambertz & Pena, 2001; Kuhl & 
Rivera-Gaxiola, 2008; Rivera-Gaxiola, Silva-Pereyra, & Kuhl, 2005), 
which had been previously associated in adults with phonetic discrim-
ination (Näätänen et al., 1997). One of the earliest studies was con-
ducted by Kuhl and colleagues (Kuhl & Rivera-Gaxiola, 2008; Kuhl, 
2004), who exposed infants at 7.5 months to both native and non-native 
contrasts and found that variation at the neural level in both native and 
non-native discrimination predicted language abilities later in life. 
Better neural discrimination of the native contrast predicted advanced 
language skills at 24 months in word production and sentence 
complexity measures, mean length of utterance at 30 months and faster 
vocabulary growth. In contrast, better neural discrimination of the non- 
native contrast predicted poorer language skills across the same mea-
sures and slower vocabulary growth. Recent studies have found that this 
process of neural discrimination of phonetic contrasts may be supported 
early in life by the infant’s sensitivity to temporal modulations of speech 
(i.e., amplitude and frequency modulations) (Bertoncini, Nazzi, Cabrera, 
& Lorenzi, 2011; Cabrera & Werner, 2017; Cabrera, Bertoncini, & Lor-
enzi, 2013). Indeed, neonates are already sensitive to these fine-grained 
details of the speech signal and show similar brain lateralization pat-
terns as in adults (Cabrera & Gervain, 2020). From a developmental 
standpoint, an interesting question is the extent to which the infant re-
lies on temporal modulation features (e.g., fast and slow amplitude 
modulations) relative to the amount of exposure to the native language 
and their ability to identify native versus non-native sounds. Future 
investigations into the neural basis supporting phonetic discrimination 
can shed light on how speech input and experience impact brain 
development and language abilities across age. 

2.2.2. Developmental changes associated with word learning and early 
lexicon formation 

Another type of developmental change that demonstrates the dy-
namic nature of the language learning process is observed in the domain 
of spoken word comprehension. By 5 months, infants respond to their 
own name and show a preference for their name relative to another 
word matched in stress pattern (Mandel, Jusczyk, & Pisoni, 1995). They 

begin to establish the first form-to-meaning mappings between 6 and 9 
months, which are often nouns that appear frequently in their envi-
ronment and that are visually accessible, such as foods or body parts 
(Bergelson & Aslin, 2017). At approximately 10–13 months, infants 
begin to learn the meanings of verbs and abstract words, which are less 
commonly found in their social context and often do not have a visually 
accessible referent when they are produced by the caregivers (Bergelson 
& Swingley, 2013b). Crucially, after the first year, infants experience a 
non-linear increase in their ability to understand words (McMurray, 
2007) regardless of the type of stimuli (e.g., still images or videos), part 
of speech (e.g., nouns or verbs) or familiarity with the stimuli (Bergelson 
and Swingley, 2013a, 2015, 2018; Bergelson, 2020; Garrison, Baudet, 
Breitfeld, Aberman, & Bergelson, 2020). The onset of this so-called 
“comprehension boost” likely requires the maturation of certain cogni-
tive abilities that facilitate language learning, such as joint attention, 
which allows the child and caregiver to attend to the same object or 
event; or the ability to use pointing for social interactions and intention 
sharing (Bergelson, 2020). This substantial improvement in compre-
hension is also supported by the development of language-related skills, 
such as the ability to identify and segment meaningful units from the 
input (Bergelson, 2020). Indeed, children’s segmentation skills, specif-
ically the ability to extract statistical structure from the input (e.g., via 
identification of transitional probabilities between syllables) during the 
first year of life predicts success in word comprehension and productive 
vocabulary later in development (Ellis, Borovsky, Elman, & Evans, 
2021). 

Neuroimaging studies of early word learning have focused largely on 
the neural correlates of real-time auditory processes. These studies often 
use electrophysiological measures, specifically ERPs, to determine 
whether a given ERP component is elicited as the child listens to words. 
Most studies focus on the period between 12 and 24 months of age, 
which is when the comprehension boost is observed. Specifically, neural 
activity in response to familiar versus unfamiliar words has been asso-
ciated with three components: a left-temporal or fronto-central N200- 
500 component (Friedrich & Friederici, 2005; Mills, Coffey-Corina, & 
Neville, 1993, 1997), a centro-parietal N400 component (Mills, Coffey- 
Corina, & Neville, 1993; Mills, Coffey-Corina and Neville, 1997; Thierry, 
Vihman, & Roberts, 2003; Kooijman, Hagoort, & Cutler, 2005; Kooij-
man, 2007; Friedrich and Friederici, 2008, 2011; Torkildsen et al., 2009, 
for a recent review see Junge, Boumeester, Mills, Paul, & Cosper, 2021), 
and a broadly distributed N600-1200 component (Mills et al., 1997; 
Conboy & Mills, 2006). The N200-500 component signals a more 
negative amplitude within 200-500 ms after word onset for familiar 
words relative to unfamiliar words. In contrast, the N400 shows a more 
negative amplitude for familiar relative to unfamiliar words. This N400 
effect is already present in 6-month-olds in response to recently acquired 
word-object mappings, although it shows a slightly later onset than in 
12-month-olds (Friedrich & Friederici, 2011). In 3-month-olds, the 
N400 effect appears to be missing; instead, infants show a late negativity 
when repeatedly exposed to several novel words paired consistently (or 
inconsistently) with novel objects, which may be indicative of initial 
acquisition of lexical regularities (Friedrich et al., 2015). Finally, the 
N600-1200 effect represents a more negative response for familiar than 
unfamiliar words and has been associated with early word learning since 
it is present in 12- to 17-month-olds, but not in 19- to 20-month-olds 
(Conboy & Mills, 2006; Friedrich & Friederici, 2005; Mills, 
Coffey-Corina, & Neville, 1997). More recently, involvement of the right 
frontal cortex in response to familiar (versus unfamiliar) words has also 
been observed in an MEG study with 14-month-old infants (Bosseler 
et al., 2021). This right-lateralized effect was found primarily in the 
middle (400–600 ms) and late (600–900 ms) time windows, which 
resemble those found in earlier ERP studies. This response seems to be 
larger for familiar versus unfamiliar words in the right temporal cortex, 
which is an area that has been associated with form-to-meaning map-
ping (Hickok & Poeppel, 2007; Skeide & Friederici, 2016). This study 
additionally found a positive correlation between brain activity in the 
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right frontal cortex and subsequent measures of vocabulary growth at 
18, 21, 21, and 27 months. 

A main limitation of ERP measures is their limited spatial resolution 
due to the difficulties of accurately identifying how local field potentials 
propagate through neural and non-neural tissues to reach the electrodes 
on the surface of the scalp (Srinivasan & Nunez, 2012). Given that 
spatial information is essential to achieve an understanding of how the 
human brain processes information, an increasing number of studies are 
leveraging methodologies that provide higher spatial resolution (e.g., 
fNIRS, fMRI, MEG), including the use of multimodal-imaging ap-
proaches, such as simultaneous data collection of both EEG and fNIRS 
signals. fNIRS is a non-invasive neuroimaging methodology that pro-
vides relatively good spatial resolution of roughly 2 cm (Quaresima & 
Ferrari, 2019) and therefore can serve as an excellent complement to 
EEG/ERP studies. Furthermore, simultaneous EEG-fNIRS studies are 
relatively easy to implement in comparison to other multi-modal im-
aging approaches (e.g., fNIRS-fMRI, EEG-fMRI) and can be used in both 
laboratory-controlled contexts and more naturalistic and ecologically 
valid settings (Aslin, Shukla, & Emberson, 2015). Multi-modal imaging 
investigations, especially those including longitudinal measures and 
dense sampling across age, are a promising method to investigate the 
neural changes that support language learning in early development. 

2.3. Social environmental cues that reinforce early language learning 

Social interaction and natural language-learning situations (e.g., 
reading books or playing with toys) critically support language learning 
(Ferjan Ramírez, Lytle, Fish, & Kuhl, 2019; Kuhl, 2007, 2010, 2014; Li & 
Jeong, 2020; Lytle, Garcia-Sierra, & Kuhl, 2018; Ramírez-Esparza, 
García-Sierra, & Kuhl, 2017). Face-to-face interactions facilitate lan-
guage learning by providing social cues (e.g., referential eye-gaze, facial 
expressions, gestures) that enhance the infant’s attention and emphasize 
the relevant contextual information. Furthermore, the quantity and 
quality of the speech input (e.g., number of word tokens, mean length of 
utterance or diversity of vocabulary), are also associated with vocabu-
lary growth (Fernald & Marchman, 2011; Fernald, Perfors, & March-
man, 2006; Weisleder & Fernald, 2013). Importantly, while most 
research has been conducted on Western, educated, industrialized, rich 
and democratic (WEIRD) populations, infants raised in disadvantaged 
communities show larger variability in language abilities as they face 
additional challenges that affect child-caregiver interactions and that 
have implications for school readiness (Fernald, Weber, Galasso, & 
Ratsifandrihamanana, 2011; Fernald, Marchman, & Weisleder, 2013; 
Henrich, Heine, & Norenzayan, 2010). We will review some of this ev-
idence in this section. 

2.3.1. Face-to-face interactions 
Face-to-face communication with a caregiver is inherently multi-

modal and a number of social cues beyond language are present during 
communication (e.g., facial expressions, gestures, gaze following). A 
communicative cue that infants are extremely sensitive to from early in 
development is eye gaze. A number of studies have shown that eye gaze 
is an important cue in language development as it enhances language 
learning across a number of domains such as vocabulary development, 
form-to-object mapping and speech processing (Brooks & Meltzoff, 
2005; Carpenter, Nagell, Tomasello, Butterworth, & Moore, 1998; Mo-
rales et al., 2000). Gaze following and eye contact increase attention and 
arousal mechanisms by emphasizing the relevant information and 
therefore directing the infant’s attention towards it, thus facilitating the 
child’s engagement (Çetinçelik, Rowland, & Snijders, 2021; Yu & Smith, 
2017). Furthermore, the child’s sustained attention, defined as the ability 
to stabilize visual attention to an object for periods longer than 3 s, 
rather than joint attention per se, is crucial for prediction of future 
language skills and cognitive development more generally (Kannass & 
Oakes, 2008; Lawson & Ruff, 2004; Ruff & Lawson, 1990). Indeed, in-
fants who visually attend longer to an object show more robust memory 

during an object-naming task than those who engage in briefer attention 
states (Macroy-Higgins & Montemanaro, 2016; Pereira, Smith, & Yu, 
2014; Salley, Panneton, & Colombo, 2013; Yu, Suanda, & Smith, 2019). 

The developmental trajectory of gaze following as a learning mech-
anism is characterized by an early phase in which infants show a pref-
erence for upright faces with open eyes and specialization of cortical 
areas associated with processing gaze cues (Carpenter et al., 1998; 
D’Entremont, Hains, & Muir, 1997; Farroni, Csibra, Simion, & Johnson, 
2002; Gredebäck, Fikke, & Melinder, 2010; Perra & Gattis, 2012). 
Indeed, newborns already show a preference for faces with open eyes 
versus closed eyes (Batki, Baron-Cohen, Wheelwright, Connellan, & 
Ahluwalia, 2000) and for upright faces versus inverted faces (Farroni 
et al., 2002; Farroni, Johnson, & Csibra, 2004). Infants develop the 
ability to follow the interlocutor’s gaze starting at 3 to 4 months of age 
and gaze-following becomes a stable cue of social communication be-
tween 6 and 8 months (D’Entremont et al., 1997; Gredebäck et al., 
2010). It is not until 9–12 months of age, however, that eye gaze starts to 
be used as a referential mechanism and facilitates language learning by 
providing eye-directed referential information (Brooks & Meltzoff, 
2005; Butler, Caron, & Brooks, 2000; Caron, Butler, & Brooks, 2002; 
Johnson, Ok, & Luo, 2007; Woodward, 2003). The neural correlates of 
this developmental trajectory have been investigated via ERP measures 
in 9-month-olds, who already appear to process eye-gaze information in 
an adult-like fashion (Senju, Johnson, & Csibra, 2006; Striano, Reid, & 
Hoehl, 2006). This developmental path, however, may be more complex 
since several other ostensive cues are present in parallel in naturalistic 
learning settings. How much an infant relies on each of these cues may 
be determined not only by age, but also by the nature of the task or the 
complexity of the communicative interaction (Striano, Chen, Cleveland, 
& Bradshaw, 2006). For example, attention to the mouth also plays a 
role in language learning as it provides information about the shape of 
the mouth and speech sounds (Tsang, Atagi, & Johnson, 2018). Atten-
tion to the mouth increases in 12-month-old infants when they are 
exposed to non-native sounds (Lewkowicz & Hansen-Tift, 2012), when 
they are challenged by a bilingual environment (Pons, Bosch, & Lew-
kowicz, 2015), or when they are exposed to novel words (Tenenbaum, 
Sobel, Sheinkopf, Malle, & Morgan, 2015). It is also observed in infants 
ranging in age between 14- and 18-months, which coincides with the 
“vocabulary burst” phase (Hillairet de Boisferon, Tift, Minar, & Lew-
kowicz, 2018). Goubet and colleagues (Goubet, Rochat, Maire-Leblond, 
& Poss, 2006) have indeed hypothesized that the use of social cues may 
play less of a role in learning when the infant has already mastered a 
specific skill or task. 

The quantity and quality of the speech input during human in-
teractions are also relevant variables in language learning and have been 
related to vocabulary growth (Hoff, 2003; Hurtado, Marchman, & Fer-
nald, 2008; Huttenlocher, Waterfall, Vasilyeva, Vevea, & Hedges, 2010; 
Rowe, 2012). Weisleder and Fernald (Weisleder & Fernald, 2013), for 
example, showed that the amount of child-directed speech at 19 months 
predicts real-time processing measures and vocabulary growth at 24 
months. Caregivers’ vocal responses to babbling with either vowels or 
words rapidly shapes the infant’s vocalizations, and infants begin to 
incorporate the phonological patterns produced by the caregiver, which 
promotes the learning of new vocal forms (Goldstein & Schwade, 2008). 
Furthermore, parent coaching by increasing moments of infant-/child- 
directed speech and parentese speech style (i.e., speech characterized by 
higher or exaggerated prosody, shorter utterances and enlarged vowel 
space (Fernald, 1985; Cooper & Aslin, 1990; Pegg, Werker, & McLeod, 
1992; Fisher & Tokura, 1996) improves infant babbling between 6 and 
14 months and leads to a larger vocabulary at 14 months (Ferjan 
Ramírez et al., 2019). Gains in the number of utterances and vocabulary 
size have also been observed in non-Western populations (Weber, Fer-
nald, & Diop, 2017). 

Child-caregiver interactions are affected by environmental variables, 
such as socioeconomic status (SES). Indeed, SES impacts the quality and 
quantity of the speech input (Hoff, 2003, 2006); for example, children 
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born to lower-SES families often show slower real-time language pro-
cessing efficiency and slower vocabulary growth than those raised in 
higher-SES families (Fernald et al., 2013). Families in low SES settings 
show substantial variability in the number of child-caregiver’s in-
teractions, which impacts real-time processing efficiency of familiar 
words and predicts subsequent expressive vocabulary scores (Weisleder 
& Fernald, 2013). A number of experiential variables account for the 
impact of SES on cognitive and social development, among them dif-
ferences in sanitation, nutrition, access to healthcare, environmental 
pollution or stress levels (Bradley & Corwyn, 2002). Differences in 
language learning as a result of SES can emerge as early as 9 months and 
have been shown to predict later school performance (Halle et al., 2009; 
Walker, Greenwood, Hart, & Carta, 1994). 

Given the relevance of parent–child interactions for language 
learning, recent neuroimaging studies have begun to investigate how 
these communicative exchanges impact brain development. Until 
recently, most neuroimaging research on early social interactions 
focused on neural patterns in the infant brain in response to a unidi-
rectional social stimulus presented on a screen. These conventional 
paradigms, however, do not capture the dynamic and bidirectional in-
teractions between the child and the caregiver (Hoehl & Markova, 
2018). These neurobehavioral dynamics of child-caregiver interactions 
can be investigated via “hyperscanning”, which refers to the simulta-
neous data collection of neural activity from more than one person 
taking part in a social interaction (Montague et al., 2002). For example, 
the temporal dynamics of social interactions are associated with the 
temporal alignment of neural oscillations among child and caregiver. 
Several studies have shown that during a social interaction, neural 
synchronization occurs as a result of both verbal and non-verbal cues 
(Dumas, Lachat, Martinerie, Nadel, & George, 2011; Hasson, Ghazanfar, 
Galantucci, Garrod, & Keysers, 2012). The alignment of neural oscilla-
tions to an exogenous stimulus or “entrainment” occurs when child and 
caregiver achieve similar interpretations for a given input and when 
there is successful exchange of information (Nguyen, Bánki, Markova, & 
Hoehl, 2020). Importantly, this shared neural coupling appears when 
there is a shared “understanding” of a given input, such as a story pre-
sented auditorily, and not simply due to the shared exposure to a given 
stimulus. 

One of the few studies implementing a hyperscanning paradigm with 
infants was recently conducted by Piazza and colleagues (Piazza, 
Hasenfratz, Hasson, & Lew-Williams, 2020), who used live interactions 
between infants (9- to 15-months-olds) and adults during a naturalistic 
two-way interaction that included playing, singing and reading. The 
results showed that infant-to-adult neural coupling is greater during 
social interactions with each other relative to an adult-to-adult inter-
action in which the child was present but did not interact with any of the 
adults. The study revealed that the adult and infant brains differentially 
engage with a variety of social cues (e.g., eye gaze, joint attention, 
speech prosody) as a function of their social importance. For example, 
prefrontal activation in both the infant and adult brains was significantly 
coupled to the timecourse of mutual gaze, which suggests that both in-
dividuals anticipated joint eye contact. Furthermore, an increase in the 
infant’s prefrontal activity was reliably followed by pitch variability in 
the adult’s speech, which was likely the result of the adult producing 
extreme pitch contours in response to a range of infant behaviors (e.g., 
when highlighting a certain word). Altogether, dual-brain studies open 
new opportunities to study infant development in reciprocal interactions 
and how infant’s learning strategies evolve during the course of natural 
communication. 

2.4. Maturational constraints that support early language learning 

Interactions between the genetic infrastructure, which determines 
the range of abilities that can be expressed, and environmental factors 
that shape the timing of gene expression – which ultimately code for 
behavior – play an important role in language neurodevelopment. These 

evolutionary and experiential influences are present early in develop-
ment and have been extensively studied in primary sensory systems 
across species, but they can also be observed in higher-level cognitive 
systems such as language (Hensch, 2005; Knudsen, 2004). They are 
evident during developmental periods in which the brain’s neural 
infrastructure is particularly sensitive to structuring and restructuring as 
a result of exposure to certain types of environmental inputs (Hensch, 
2005). The timing of these developmental periods, so-called “sensitive 
periods”, are determined by both the maturation of the underlying 
neural systems and exposure to certain types of environmental stimuli 
(for a review on the biological underpinnings of this process, (see 
Takesian & Hensch, 2013; Werker & Hensch, 2015; Voss, Thomas, 
Cisneros-Franco, & de Villers-Sidani, 2017; Reh, Hensch, & Werker, 
2021). 

Sensory systems show the clearest examples of experience-induced 
brain plasticity early in development. For example, an eye deprived of 
vision or so-called “lazy” eye shows a long-lasting loss of responsiveness 
in primary visual cortex (V1). This is the result of competition between 
the two eyes as they converge onto individual neurons in V1. This loss of 
connectivity underlying the “lazy” eye leads to poor visual acuity. 
Research on gene targeting in mice has shown that the precise timing at 
which this ocular dominance occurs can be manipulated by rewiring the 
functional and structural connectivity that underlies this imbalanced 
sensory experience (Takesian & Hensch, 2013). This temporal window 
of plasticity during which the neural infrastructure is reorganized as a 
result of experience is referred to as “experience-induced” neural plas-
ticity. These windows of neural plasticity are necessary to ensure 
optimal neural representation of the environment and are thought to be 
an efficient mechanism to guide subsequent behaviors. Although these 
adaptive changes occur early in life in response to experience, there is 
also the possibility of lifelong plasticity for certain experience-induced 
processes (Werker & Hensch, 2015). The biological mechanisms 
driving these changes include a series of molecular triggers that interact 
with the maturation of neuronal circuits (e.g., GABA neurotransmitter) 
in response to sensory experience to either open a period of neuronal 
plasticity or consolidate a given neural circuit (for a review, see Takesian 
& Hensch, 2013; Werker & Hensch, 2015; Voss et al., 2017). The 
maturation of inhibitory interneurons, specifically fast-spiking parval-
bumin-expressing (PV) cells, is a main driver of sensitive periods by 
regulating plasticity across multiple timescales (Reh et al., 2021; Take-
sian & Hensch, 2013). 

In language development, sensitive periods vary in their timing 
characteristics as a function of the nature of the linguistic input, such as 
syntactic (Johnson & Newport, 1989) or phonetic stimuli (Werker & 
Hensch, 2015) (Fig. 2). Certain language-related systems remain avail-
able throughout the lifespan, such as mapping new form-meaning as-
sociations (i.e., vocabulary growth) or the ability to adapt to the 
phonetic properties of native speakers, including accents, which occurs 
rapidly on a second-by-second basis (Clayards, Tanenhaus, Aslin, & 
Jacobs, 2008). Sensitive periods in language development have been 
discussed in greater depth in prior work (Gervain, 2015; Reh et al., 
2021; Werker & Gervain, 2013; Werker & Hensch, 2015; Werker & Tees, 
2005), so we will limit this section to describe some key findings that 
provide evidence for both maturational and environmental constraints 
in language development. The goal is to emphasize the important role of 
the brain’s maturational trajectory and exposure to certain types of 
experiential input in early life to understand the complex dynamics of 
language neurodevelopment. 

2.4.1. Maturational and experiential factors constraining discrimination of 
phonemic categories 

In language development, the anatomical and functional infrastruc-
ture that supports speech processing in the newborn brain already shows 
similarities to that observed in the adult brain, which suggest that in-
fants are born with a certain “readiness” to process speech signals 
(Dehaene-Lambertz, Dehaene, & Hertz-Pannier, 2002; Dehaene- 
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Lambertz, Hertz-Pannier, & Dubois, 2006; Peña et al., 2003). Neonates 
show a preference for speech versus non-speech sounds (Vouloumanos 
& Werker, 2007) and for cross-linguistic constraints on syllable structure 
(Gómez et al., 2014). Furthermore, they show differential neural acti-
vation when listening to their own native language versus an unfamiliar 
language (May, Byers-Heinlein, Gervain, & Werker, 2011; Minagawa- 
Kawai, Cristià, & Dupoux, 2011), likely as a result of prenatal experi-
ence with their native language obtained in utero. 

During the first year of life, infants increasingly adapt their speech 
sound discrimination abilities to the properties of their native language 
(Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992; Mehler et al., 
1988; Moon, Cooper, & Fifer, 1993; Werker & Tees, 1984). This process 
of age-related perceptual attunement or “perceptual narrowing” is 
constrained by both maturational and experiential factors. Peña and 
colleagues (Peña, Pittaluga, & Mehler, 2010), for example, showed that 
infants born 3 months pre-term are not able to distinguish two languages 
on the basis of their rhythmical characteristics until after 8 months of 
age. This age corresponds to the gestational age of a 5-month-old full 
term, which is when within-class rhythmical properties are discrimi-
nated in full-term babies. Importantly, this delay is present despite the 
fact that speech input was available for an additional three months, thus 
indicating that brain maturational constraints are at play and that 
experience is not enough by itself to guarantee perceptual attunement to 
the native language. Furthermore, whereas infants 6–8 months of age 
are able to discriminate two non-native phonetic categories after expo-
sure to as little as two minutes of these speech stimuli (Maye, Werker, & 
Gerken, 2002), this flexibility to learn new sounds decreases at 
approximately 10 months of age. This is the age at which the phonetic 
inventory of the native language appears to stabilize (Yoshida, Pons, 
Maye, & Werker, 2010). 

Environmental factors that modulate speech experience during early 
language development also regulate sensitive periods and interact with 
maturational constraints to accelerate or delay the opening of a given 
sensitive period. For example, prenatal exposure to an antidepressant 
(serotonin reuptake inhibitor [SRI]) leads to an acceleration of the 
perceptual narrowing trajectory. Infants born to mothers who had taken 
SRI medication during pregnancy fail to discriminate non-native cate-
gories at 6 months, which is approximately 4 months earlier than typi-
cally developing infants (Weikum, Oberlander, Hensch, & Werker, 
2012). Early speech input experiences, such as exposure to two lan-
guages, may also lead to a delay in the attunement to the native speech 
sounds. Some studies suggest that bilingual infants may take longer to 
master the phonetic categories of the two languages (Bosch & Sebastián- 
Gallés, 2003) and they remain sensitive during a longer period of time to 
discrimination of non-native speech sounds (Petitto et al., 2012). 

Nevertheless, it is important to note that bilinguals ultimately are able to 
learn the two languages at approximately the same pace, despite the fact 
that they are exposed to twice the amount of variability in the input and 
a reduced amount of input to each language (Byers-Heinlein & Fennell, 
2014; Costa & Sebastián-Gallés, 2014). 

Accumulated experience with speech input and age-related brain 
maturational constraints undoubtedly interact, thereby necessitating 
longitudinal studies to define developmental trajectories over time and 
reveal the impact of experiential and learning constraints. The impact of 
language experience on learning, especially in the first year of life, is 
particularly prominent in the case of international adoptions. In-
dividuals who have had early exposure to a first language, in some cases 
for only a year, still show an advantage in relearning challenging pho-
nemic contrasts from this first language as adults relative to those who 
never had this early exposure. Importantly, these adults were exposed to 
a second language most of their lives and often had no conscious 
recollection of their first language (Choi, Broersma, & Cutler, 2017; Oh, 
Au, & Jun, 2010; Pierce, Klein, Chen, Delcenserie, & Genesee, 2014; 
Singh, Liederman, Mierzejewski, & Barnes, 2011). 

A recent study by Reh and colleagues (Reh et al., 2021) reveals the 
complex interaction that exists between brain maturational constraints 
and experience. The authors investigated whether sensitivity to speech 
sound discrimination decreases as a function of age when the period of 
perceptual attunement is closing. They used a cross-sectional design 
with infants spanning three ages: 5-month, 9-month and 12-month-old 
infants. This age range captures a continuum that goes from maximal 
sensitivity to non-native phonemic contrasts and some sensitivity to 
native sounds (5 months), to an age when infants do not show 
discrimination of non-native phonemic contrasts and have already 
established the phonemic repertoire of their native language (12 
months) (Choi et al., 2017; Kuhl et al., 2006; Werker & Tees, 1984; 
Yeung, Chen, & Werker, 2013). The experimental design used EEG to 
investigate whether infants growing up in a monolingual English envi-
ronment show differential neural responses during exposure to either a 
bimodal or unimodal distribution spanning the [r] to [l] phoneme 
continuum. Critically, these two sounds constitute two distinct native 
phonemes in English and therefore should be discriminated at all ages. 
Following familiarization, the test phase required infants to detect a 
change from /r/ to /l/ (or vice versa) using an oddball paradigm. As 
expected, exposure to a bimodal distribution led to phoneme discrimi-
nation across the three age groups. In contrast, the unimodal distribu-
tion led to collapsing of the phonetic category boundaries only at 5- and 
9-months of age, whereas the 12-month-old infants continued discrim-
inating the two sounds, which indicates that distributional exposure did 
not have an effect on phoneme discrimination at this older age. At the 

Fig. 2. Illustration of the interacting and 
overlapping nature of sensitive periods in 
language development. The curves illustrate 
sensitive periods associated with the mastery of 
language skills across four broad categories of 
developmental milestones. Arrows indicate the 
cascading and interacting nature of language 
skills. The opening, peaks, duration, and delays of 
sensitive periods can by altered by environmental 
and genetic factors. Reproduced, with permis-
sion, from Werker & Hensch, 2015.   
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neural level, exposure to the unimodal distribution led to a mismatch 
response to the presentation of the deviant stimuli only at 12 months. 
This study raises the question as to what may underlie the observed 
decline in the ability to learn from the input at 12 months. One possi-
bility is that the stability of the neural response underlying phoneme 
discrimination of the two categories /r/ and /l/ interferes with the 
ability to learn from the speech input after a short distributional expo-
sure (i.e., 2.5 min). A second possibility is that neural plasticity declines 
with age, which may in turn reduce the sensitivity to learn from the 
distributional statistics in the input. It seems highly likely that both of 
these two possibilities interact as they are not mutually exclusive. 

Sensitive periods are an excellent illustration of the complex in-
teractions that occur between the maturation of cortical circuits and the 
effects of experience across development, illustrating the dynamic pro-
cesses that underlie language neurodevelopment. Collectively, research 
on brain plasticity and the impact of experiential factors in rewiring 
neural circuits indicates that there are developmental periods during 
which the brain is particularly susceptible to learning from environ-
mental stimuli. These temporal windows are relatively malleable in that 
the amount of experience or variability in the input may delay, accel-
erate, or broaden certain sensitive periods. The type of input also mat-
ters; for example, perceptual development has a more constrained 
developmental period than other areas of language, such as building 
new form-to-meaning mappings, which is still possible during adult-
hood. Recent studies have also questioned the extent to which related 
factors, such as accumulated knowledge or the potential for plasticity of 
cortical circuits, may facilitate or interfere with subsequent learning 
from experience. Future longitudinal studies that span critical devel-
opmental windows and manipulate the amount of exposure and type of 
language input will likely provide answers to these questions. 

3. Quantitative modeling of state and trait variation in language 
neurodevelopment 

Characterizing language neurobiology in early development and 
associated changes across age requires an understanding of how a given 
child differs from the group-level pattern with respect to neural and 
behavioral measurements and how children themselves vary over time. 
In this section, we describe how this goal will necessitate consideration 
of change observed within-individuals (i.e., within-subject differences or 
state-like patterns of variation) and between-individuals (i.e., individual 
differences or trait-like patterns of variation). Understanding the 
contribution of, and interactions between, state and trait components of 
variance will serve as the basis for developing growth curves of both 
normative and atypical development that enable prediction of language 
outcomes from neural measurements (Becht & Mills, 2020; Rosenberg, 
Casey, & Holmes, 2018; Sanchez-Alonso & Aslin, 2020; Telzer et al., 
2018; Varoquaux & Poldrack, 2019). In this section, we discuss several 
sources of within-subject and between-subject variability in early 
development and consider factors that may impact the reliability of the 
measurements obtained during periods of rapid change and high 
variability. 

3.1. Trait-dependent (between-subjects) sources of variation in early 
language development 

Characterizing time-dependent relationships across neural and 
behavioral levels has proven challenging, especially during periods of 
rapid change. Developmental change is characterized by substantial 
individual differences at both behavioral and neural levels (Adolph & 
Robinson, 2011; Adolph, Robinson, Young, & Gill-Alvarez, 2008; 
Adolph, Hoch, & Cole, 2018; Fenson et al., 1994; Foulkes & Blakemore, 
2018; Nelson, 1973). At the behavioral level, the diversity of individual 
outcomes contrasts with established language “milestones” that aim to 
describe universal stage-like developmental changes (Feldman, 2019; 
Misirliyan & Huynh, 2020). Although these milestones and standardized 

assessment scales have important clinical utility to identify language 
delays, they do not represent an accurate characterization of individual 
development since they hide meaningful and considerable variation in 
developmental trajectories. For example, whereas some infants show 
signs of understanding words already at 8 months of age and produce 
their first words before their first year, others do not begin to compre-
hend and produce speech until their second year (Fenson et al., 1994). 
Furthermore, some children who are identified as ‘late talkers’ catch up 
with their peers before school age, whereas others acquire vocabulary 
more slowly and remain at risk for developmental language disorders 
(Fenson et al., 1994). 

Individual differences in language skills in early development have 
been associated with children’s early language experiences (e.g., 
amount and diversity of caregiver’s speech) and cognitive/language 
stimulation (e.g., caregiver attentiveness and engagement) (Fernald & 
Marchman, 2011; Hart & Risley, 1995; Hoff, 2003). Indeed, as noted 
earlier, maternal language input, which is strongly associated with 
maternal education and socio-economic status (SES), predicts early 
language skills and subsequent language outcomes (Hoff, 2003; Hut-
tenlocher et al., 2010; Rowe, 2012; Vernon-Feagans, Bratsch-Hines, 
Reynolds, & Willoughby, 2020). Primary caregivers with a higher-level 
of education usually have a larger vocabulary with greater lexical di-
versity and grammatical complexity, more engaging and attentive 
parenting styles, and have more knowledge of child development, which 
influences how they verbally interact with children (Bornstein, Haynes, 
& Painter, 1998; Hoff, 2003; Rowe, 2008). Furthermore, parental edu-
cation has been found to be strongly associated with neural measures, 
such as resting-state functional connectivity (FC) in language related 
areas (Su, Li, Zhou, & Shu, 2021). Among the measures of maternal 
language input that are related to child language development are the 
following: total number of words and number of different words, as a 
measure of lexical diversity; mean length of utterance and number of wh- 
questions, as a measure of grammatical complexity; and number of 
conversational turns, as a measure of quality of mother–child language 
interactions (Huttenlocher et al., 2010; Romeo et al., 2018; Rowe, 2012; 
Vernon-Feagans et al., 2008). There are also substantial age-related 
differences in the attainment of certain milestones across cultures, 
such as in vocabulary growth and measures of language processing ef-
ficiency (Ertem et al., 2018; Fernald & Marchman, 2011; Fernald et al., 
2013; Piantadosi, Jara-Ettinger, & Gibson, 2014), which ultimately 
affect the timing and rate of vocabulary growth and grammar learning. 
These cross-cultural differences are the result of differences in language 
experiences, such as frequency of child-directed speech (Cristia, 
Dupoux, Gurven, & Stieglitz, 2019; Weber et al., 2017), access to 
schooling (Cristia et al., 2019) and/or family SES (Fernald et al., 2011; 
Hammer & Weiss, 1999; Hoff, 2003). 

How do these individual differences in language skills at the 
behavioral level relate to individual differences in neural patterns? A 
limited number of studies have addressed this question by considering 
how trait-dependent sources of neural variation in early development 
relate to differences in language measures that are collected either 
concurrently or at a later point in development. A recent study by King 
and colleagues (King, Camacho, Montez, Humphreys, & Gotlib, 2021) 
investigated how variability in language input relates to fMRI FC pat-
terns (i.e., patterns of covarying spontaneous neuronal activity) of lan-
guage networks in 5-to-8-month-olds. Variability in FC patterns during 
resting-state are relatively stable within an individual and therefore 
can be harnessed to understand how differences in language input 
during infancy relate to spontaneous patterns of neural activity. The 
authors recorded 8 hours of naturalistic (i.e., at home) language input 
using the Linguistic ENvironment Analysis (LENA) device from fifty-one 
families. The recordings were analyzed with respect to the quantity and 
consistency of adult words and adult-infant conversational turns. Infants 
were also scanned during sleep to obtain a measure of their FC patterns 
among a set of regions of interest that had been previously associated 
with language comprehension. The results showed that children who 
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engaged in more conversational turns with their caregiver had lower FC 
in the posterior temporal language network. Although it is still unclear 
how the strength of FC relates to infant behavior and how to best define 
language networks in infants, the results of this study provide evidence 
of how infant-parent interactions can influence the intrinsic functional 
organization of the infant brain. 

In another study, Brito and colleagues (Brito, Fifer, Myers, Elliott, & 
Noble, 2016) investigated the relationship between language-relevant 
behavioral and neural variability by asking how trait-dependent sour-
ces of neural variation at a given age relate to behavioral variation at a 
later point in development. They collected resting EEG power (i.e., total 
EEG activity) during sleep in sixty-six full-term neonates and investi-
gated its association with SES, and language and memory skills at 15 
months. Although no associations with SES were observed at birth, 
resting EEG power collected at birth showed positive correlations with 
memory and language skills at 15 months. Specifically, frontal power 
was positively correlated with memory scores and parietal power was 
positively correlated with language comprehension scores. Despite the 
still limited understanding of how trait-dependent variation in brain 
function relates to language differences at the individual level in infants 
and toddlers, these studies are promising as they open the door to un-
derstand behaviorally-relevant neural variation in early development. 
Furthermore, these studies illustrate how the relationship between 
neural and behavioral variability can be investigated with respect to 
variation in the child’s language skills, but also with respect to variation 
in the environment (i.e., speech input and caregiver engagement). 

3.2. State-dependent (within-subject) sources of variation in early 
language development 

Developmental periods of enhanced within-subject variability are 
common in early development across both behavioral and neural pat-
terns of activity. Behaviorally, skill acquisition does not follow a step 
function, but rather it is characterized by the stochastic presence/ 
absence of a given skill until a behavior stabilizes and the new skill is 
expressed daily (Adolph & Robinson, 2011; Adolph et al., 2008; Adolph 
et al., 2018; Hadders-Algra, 2018). For example, a child may produce a 
word one day, but not another (Brown, 1973), and s/he may show 
increased variability in vocal-articulator movement during the acquisi-
tion of new phonetic units, which decreases over time (Grigos, 2009). 
Periods of stability (i.e., low variability) and periods of transition (i.e., 
high variability) often alternate over the course of learning (Adolph & 
Robinson, 2011; Goldin-Meadow, Alibali, & Church, 1993; Siegler, 
2006). The variable expression of a given behavior may last for several 
days, weeks or months (Adolph et al., 2018). Importantly, the appear-
ance of a given behavior often initiates a cascade of developmental 
processes because the emergence of new skills depends on the devel-
opment of others (Siegler, 2006; Smith, Jayaraman, Clerkin, & Yu, 
2018). The ability to use eye gaze as a referential mechanism, for 
example, enhances vocabulary growth and contributes to word learning 
(Brooks and Meltzoff, 2005, 2008; Carpenter et al., 1998; Morales et al., 
2000). Production of the first words depends on the ability to segment 
the speech signal, the development of the vocal articulatory apparatus, 
and memory improvements among other factors. Consequently, any 
developmental timepoint cannot be considered in isolation, but rather as 
part of a dynamic cascade of subject-specific inter-dependent events 
(Adolph et al., 2018; Siegler, 2007). 

Within-subject variability in neural patterns is also expected since 
the brain undergoes dramatic changes due to maturation in both anat-
omy and function in early development (e.g., changes in cortical folding 
patterns, synaptic pruning and restructuring of neural circuits) (Cusack 
et al., 2018; Grayson & Fair, 2017; Keunen, Counsell, & Benders, 2017). 
Cognitively relevant neural variability has often been investigated by 
assessing neural activity as the child is exposed to (at least) two different 
types of linguistic and/or social stimuli. This traditional approach has 
been productive, especially when control conditions are included, and 

measures of neural variation are directly related to language measures 
collected concurrently or at a later age. Nevertheless, interpretation of 
neural differences in the absence of behavioral measures is otherwise 
challenging since it requires a priori assumptions about the underlying 
psychological processes. 

Recent studies aim to relate neural variability during specific 
cognitive tasks with variability in language skills, speech input and/or 
environmental variables. As an example, Liu and colleagues (Liu et al., 
2020) collected fMRI data during natural sleep in 9-month-old infants 
that were either at high (HR) or low familiar risk (LR) for autism spec-
trum disorder (ASD). Infants passively listened to three speech streams 
that differed in the degree to which they contained statistical and pro-
sodic cues to word boundaries (i.e., strong statistical and prosodic cues, 
strong statistical cues only, or minimal statistical cues). Compared to HR 
infants, LR infants showed greater activity in the left amygdala and left 
temporal regions for the speech stream that contained strong statistical 
and prosodic cues. LR infants also showed increased functional con-
nectivity between the bilateral primary auditory cortex and right ante-
rior insula for this same speech stream. Crucially, greater activity was 
positively correlated with language skills at 36 months across both 
groups and it was associated with less severe ASD symptoms in HR in-
fants. The results of this study also serve to illustrate that although state- 
and trait-dependent sources of variance are orthogonal to each other and 
therefore can be quantified independently, these two components of 
variance can be observed concurrently. In other words, a given neural or 
behavioral variable can simultaneously exhibit within-subject and 
between-subject change (for a review, see (Sanchez-Alonso & Aslin, 
2020). In this case, a given neural measurement (i.e., BOLD activation or 
FC) can be modulated by both ASD symptomatology and language- 
related learning cues. Therefore, particularly in neurodevelopmental 
research, it is essential to investigate the extent to which subject-level 
variations in neural patterns are stable within a person and/or exhibit 
state-related change as a function of age or cognitive task. 

Within-subject measures of neural variability have also been asso-
ciated with age-related developmental changes and language skills. 
Emerson and colleagues (Emerson, Gao, & Lin, 2016), for example, 
studied the development of primary language regions during the first 2 
years of life using fMRI data collected longitudinally during natural 
sleep. Their results showed that a transition to left-hemispheric asym-
metry occurred at ~ 11.5 months of age. At the same age, functional 
connectivity among language-related regions (inferior frontal gyrus 
[IFG] and superior temporal gyrus [STG]) increased in the left hemi-
sphere. They also observed an association between the developmental 
trajectory of the IFG and expressive/receptive language skills assessed 
using the Mullen Scales of Early Learning (Mullen, 1995) at 4 years of 
age. Finally, although not much attention has been paid in infant 
research to moment-to-moment variability during a given testing session 
(e.g., during story-listening or movie-watching tasks), considering state 
and trait relationships during a given experimental session can shed 
light on how brain function reconfigures itself at the scale of seconds to 
minutes (Betzel, Byrge, Esfahlani, & Kennedy, 2019; Bolton, Jochaut, 
Giraud, & Van De Ville, 2019; Simony et al., 2016). Future studies that 
measure moment-to-moment variability can be particularly useful to 
investigate how learning evolves in real-time and how brain function 
adapts to experience (Bassett & Mattar, 2017; Bassett et al., 2011; Braun 
et al., 2015; Waschke, Kloosterman, Obleser, & Garrett, 2021). 

3.3. Reliability and reproducibility of state and trait measurements in 
neurodevelopmental research 

Periods of rapid within- and between-subject variability pose chal-
lenges to the reliability and validity of neural and behavioral measure-
ments and therefore to identification and interpretation of age-related 
normative trajectories (Sanchez-Alonso & Aslin, 2020). The reliability of 
the measurement, specifically, how consistent a given measurement is 
across repeated tests or sessions over time, will depend on statistical 
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power (i.e., the amount of data necessary in a given session or test to 
avoid measurement error). For example, length of language samples 
affects the reliability of measurements that are commonly used to di-
agnose language impairments (e.g., total number of words, number of 
different words or mean length of utterance). A common recommen-
dation is to collect 50–100 utterances, which takes approximately 
10–15 min (Miller, Andriacchi, & Nockerts, 2015; Paul & Norbury, 
2012), although it is unclear to what extent this criterion generalizes 
across age and data collection procedures (Casby, 2011; Cole, Mills, & 
Dale, 1989; Darley & Moll, 1960; Minifie, Darley, & Sherman, 1963; 
Rondal & Defays, 1978). For 3-year-olds, samples of 7–10 min are often 
sufficient to generate reliable measures (Guo & Eisenberg, 2015). 
Relatedly, in neuroimaging studies, an important consideration is the 
impact of scan length on individual-level estimates, which often require 
longer scanning times relative to group-mean estimates. To reliably 
identify single-subject neural patterns during resting-state paradigms, it 
is often recommended that scanning times longer than 25 min are ob-
tained from adults (Anderson, Ferguson, Lopez-Larson, & Yurgelun- 
Todd, 2011). These scan time requirements are often challenging to 
meet in developmental studies because infants and young children are 
often unwilling or unable to lie motionless in the scanner during long 
scan sessions (Sanchez-Alonso & Aslin, 2020; Vanderwal, Eilbott, & 
Castellanos, 2019). The reliability of task-based paradigms to estimate 
individual differences between subjects also increases as a function of 
scan length (Gordon et al., 2017; Shah, Cramer, Ferguson, Birn, & 
Anderson, 2016). Data quantity is therefore an important consideration 
in developmental studies to ensure the reliability of the effects, and 
requirements may vary as a function of age and data collection method. 

The reliability of the measurement is also affected by repeated 
sampling over time, especially if a given subject is only tested at a few 
timepoints. Sparse sampling makes it challenging to separate within- 
subject time-dependent sampling error and spurious sources of within- 
subject biological variables (e.g., diurnal rhythms or metabolic states) 
from true age-dependent change as a result of experience or brain 
maturation. Dense repeated sampling and longitudinal designs are 
therefore essential to distinguish meaningful within-subject variation 
from measurement noise, especially during periods of rapid change in 
which enhanced variability is expected (Adolph & Robinson, 2011). 
Dense sampling is also necessary to accurately characterize develop-
mental change given that growth is not continuous, but it is rather 
characterized by a variable expression of a given behavior (Siegler, 
2006). Most neuroimaging studies with infants, however, are often 
conducted at a single age (either at birth or prior to 12 months), which 
limits our understanding of developmental changes that occur month-to- 
month during the first year. Similarly, neurodevelopmental changes 
between the first to second year of life remain understudied (Azhari 
et al., 2020). 

Finally, a related consideration is sample size, which will affect the 
reproducibility of the effect since small sample sizes often have large 
variability in estimates, which may lead to model overfitting (Gelman, 
2010; Ioannidis, 2008; Yarkoni & Westfall, 2017). Large-scale con-
sortium-level datasets may avoid mistakenly fitting sample-specific 
noise as true signal. Collectively, these data collection requirements (i. 
e., large sample sizes, data quantity considerations, longitudinal designs, 
and dense repeated sampling with short intervals) may be difficult to 
meet in neurodevelopmental studies but are necessary to ultimately 
understand the shape and rate of developmental trajectories. Never-
theless, contributions from studies that employ smaller sample sizes and 
focus on a single-age, cross-sectional comparisons, or longitudinal 
studies with sparse sampling also play a crucial role in laying the 
necessary foundation to devote time and resources to large-scale data 
collection efforts. These more limited studies can contribute to the 
overall goal by fine-tuning neuroimaging paradigms for a given age 
range and establishing developmental time points that can be used as a 
reference to identify periods of stability and enhanced variability in 
large-scale data collection efforts (Tsui, Marchman, & Frank, 2019). 

4. Early markers of language outcomes and clinical applications 

Characterizing typical language neurobiology in early development 
is crucial for early identification of clinical disorders. Speech and lan-
guage delays in young children can negatively impact critical skills such 
a reading, writing, attention, and social interactions, and therefore affect 
later educational outcomes (McLaughlin, 2011). For example, language 
delays between 2 and 5 years of age have been associated with poor 
reading skills in elementary school (Catts, Fey, Tomblin, & Zhang, 2002; 
Durand, Loe, Yeatman, & Feldman, 2013). If these delays persist after 
age 5, there is increased difficulty in the development of attention and 
socialization skills (McLaughlin, 2011; Snowling, Bishop, Stothard, 
Chipchase, & Kaplan, 2006). Most language delays are identified 
through parental surveillance or during child-well visits when a given 
developmental milestone is not present, such as delays in speech onset or 
syntactic difficulties. As a result of this “watchful waiting” approach, 
most children are identified as having a language delay or disorder by 
the time they are 2 or 3 years old. At the time of diagnosis, the child’s 
language skills may be compounded by negative experiential effects 
because of developing atypically within their sub-optimal social and 
physical environment for several years. Furthermore, by age 3, key 
neurodevelopmental events that subserve language behavior have 
already occurred, thus missing the opportunity for early detection and 
clinical intervention. Here, we consider an alternative to this approach, 
namely the development of early markers of language outcomes that can 
identify speech/language delays and disorders early enough to ensure 
that clinical interventions provide the greatest benefits. Furthermore, 
we argue that discovery of neural markers that may allow identification 
of language outcomes before the emergence of behavioral manifestations 
holds great promise of providing a pathway for early identification of 
language neurodevelopmental disorders (Fig. 3). 

Diagnosis of speech and language delays are commonly based on 
comparisons with developmental milestones that are expected in typical 
language development (Schum, 2007). A language delay requires clin-
ical attention when a child’s developmental rate falls below 75% of the 
expected rate; for example, when a milestone that is expected at 24 
months of age is not present in a 30-month-old child (Feldman, 2019). A 

Fig. 3. Identification of neural markers to predict language outcomes 
before the emergence of behavioral symptoms. Three potential develop-
mental trajectories in word comprehension abilities between 6 and 24 months 
are shown, as well at the population average. The hypothesized trajectories 
describe non-continuous growth with variable expression of the behavior (i.e., 
presence and absence of a given skill) until it stabilizes. Patterns of state (i.e., 
within-subject) and trait (i.e., between-subject) variation at the behavioral level 
can be leveraged to identify key neurodevelopmental windows of maximal 
variation (e.g., the comprehension boost). It is still unkown how neural varia-
tion maps onto these behavioral developmental trajectories. Biomarker 
research before windows of maximal state and trait variation may be particu-
larly relevant to understand early differences in neural patterns before the 
emergence of behavioral manifestations. 
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comprehensive evaluation is then performed to assess whether the 
delayed developmental pattern(s) may be related to a primary language 
disorder or a secondary developmental disorder, such as autism spec-
trum disorder (ASD) or global developmental delay (GDD). Children 
with a language delay follow a typical developmental pattern, but at a 
slower rate than expected, and may continue to experience difficulties in 
certain language domains in comparison to their peers who did not 
experience a delay (Rescorla, 2009). In contrast, children with a lan-
guage disorder tend to show a different pattern of development that can 
be characterized by persistent and severe delays in the acquisition of 
language skills (e.g., syntactic difficulties in children with specific lan-
guage impairment), developmental regressions (e.g., loss of words be-
tween 15 and 21 months in ASD) or impairments in two or more 
developmental domains (e.g., language and motor function impairments 
in GDD) (Schum, 2007; Tager-Flusberg, Paul, & Lord, 2005; Zengin- 
Akkuş, Çelen-Yoldaş, Kurtipek, & Özmert, 2018). 

Importantly, there are no agreed upon recommendations regarding 
screening for speech and language impairments. The first indications of 
a developmental delay often occur because of parent’s concern or during 
routine well-child visits, except in cases when the child has a comorbid 
disability that also affects language skills (O’Hare & Bremner, 2016; 
Schum, 2007). Most language delays are reported after 2 years of age, 
when children are expected to start combining words, and the absence of 
combinatorial speech is often the first indication of a developmental 
delay (McLaughlin, 2011; Rosenbaum & Simon, 2016). Approximately 
15% of toddlers are diagnosed as “late talkers”, who are defined as 
children whose vocabulary between 24 and 30 months includes fewer 
than 50 words and who show no combinatorial speech (Rescorla, 2013). 
Whereas some children catch up with their peers before school age, 7% 
of children enter school with long-lasting impairments in language 
development (Tomblin et al., 1997). This “watchful waiting” approach 
to diagnose speech and language delays is problematic because by the 
time a child is diagnosed with a speech or language delay, the child may 
already be between 2-to-5 years of age. Importantly, speech processing 
starts already in utero and the first two years of life are characterized by 
the acquisition of critical language-comprehension skills, such as the 
emergence of the first form-to-meaning mappings at 6 months and the 
mastery of native sound discrimination between 6 and 12 months of age. 
As a result, speech therapists and pediatricians often miss critical early 
developmental windows in which the infant brain is more malleable and 
plastic in response to experience and during which implementation of 
clinical interventions can provide the greatest benefits. 

An alternative to the watchful waiting approach is to obtain behav-
ioral and neural biomarkers that allow early identification of develop-
mental delays. Biomarkers provide objective indications of a clinical 
state that can be measured accurately and reproducibly (Strimbu & 
Tavel, 2010), and that can contribute to the early identification of 
atypical behavioral or neural patterns associated with a later clinical 
disorder. For example, a pattern of neural responses at 10 months may 
serve as an early predictive biomarker of socio-pragmatic difficulties at a 
later age. Biomarkers leverage the heterogeneity observed in language 
outcomes and serve as developmental measures that are predictive of 
later atypical developmental patterns. Although biomarker research in 
language developmental disorders is still in its early stages, recent 
findings in language development have identified behavioral and neural 
measures in early development that can be used to predict subsequent 
language outcomes. For example, measures of real-time processing ef-
ficiency are a potential promising tool for identification of late talkers 
who will be more likely to catch up versus those who experience a 
continued delay, especially when used in combination with measures of 
vocabulary growth. Fernald and Marchman (Fernald & Marchman, 
2011) found that speed and accuracy measures in a familiar word 
recognition task at 18 months predict variation in vocabulary develop-
ment (i.e., rate and acceleration) from 18 to 30 months of age in both 
typically developing children and late talkers. This technique also 
allowed identification of late talkers that were more likely to undergo a 

more accelerated vocabulary growth over the next year. Furthermore, 
speed of processing efficiency at 18 months in children born preterm 
also predicts unique variance (12–31%) in school-relevant measures (i. 
e., receptive vocabulary, global language abilities and non-verbal in-
telligence [IQ]) at 4.5 years (Marchman et al., 2018). Similarly, in in-
fants at high-risk for specific language impairment (SLI), rapid auditory 
discrimination of tone sequences at 7 months is a predictor of language 
development in subsequent outcome measures at 12, 16, 24 and 36 
months of age. At 36 months, this auditory measure along with sex ex-
plains 40% of the variance in language outcomes (Benasich & Tallal, 
2002). 

Neural measures also show potential for early clinical prognosis and 
the implementation of clinical interventions. Neural risk markers for 
language impairments are particularly relevant as they may allow 
clinical prognosis before behavioral symptoms emerge. Kuhl and col-
leagues (Kuhl et al., 2013) conducted one of the first studies aimed at 
identifying potential early neural markers of language outcomes. They 
used ERPs associated with word processing in 2-year-old children with 
ASD to predict developmental outcomes at 4 and 6 years. Specifically, 
the neural signature associated with known words (versus unknown 
words) was a robust predictor of receptive language scores, cognitive 
abilities, and adaptive behavior. The predictive utility of this measure 
increased over time and was particularly robust at predicting scores at 6 
years. Neural markers associated with discrimination of native sounds 
are also predictive of individual differences in language skills at a later 
age. As noted earlier, Kuhl and colleagues (Kuhl & Rivera-Gaxiola, 2008; 
Kuhl, 2004) found that the mismatch negativity (MMN) signal measured 
with EEG-ERP methods can serve as an index of neural speech 
discrimination in 7.5-month-old infants to predict later rate of language 
growth. Furthermore, the same neural response measured recently with 
MEG at 11 months has been used to predict individual differences in 
expressive syntactic skills (using a spoken grammar task) at 6 years and 
their risk of developing a speech or language disorder (Zhao, Boorom, 
Kuhl, & Gordon, 2021). 

Identification of early neural markers that predict language skills will 
ultimately necessitate an understanding of the mechanisms that underlie 
the relationship between a given marker and language outcomes. 
Furthermore, large-scale longitudinal studies will be required to ensure 
that the marker is reliable and reproducible. Research within the first 
two years of life has the potential to identify neural markers that may 
predict not only language delays in developmental milestones, but also 
the emergence of altered neurodevelopmental trajectories. This 
approach can facilitate the implementation of clinical interventions at 
the earliest developmental stages when a child’s language and social 
skills are less affected by experiential effects and the brain may be more 
malleable and responsive to clinical interventions. 

5. Methodological considerations: The ecological validity of 
experimental paradigms 

Research on language development has greatly benefited from the 
use of laboratory-controlled studies in which critical variables are 
manipulated to isolate specific language abilities or processing mecha-
nisms. In these studies, covariates that would be commonly encountered 
in the natural world during language learning are removed from the 
experimental paradigm. This traditional approach, although still fruit-
ful, has received critiques in recent years due to its lack of generalization 
to real life situations. Researchers across fields of developmental 
cognitive neuroscience have started to advocate for the use of natural-
istic approaches that evoke more ecologically valid patterns of responses 
than those observed in the laboratory. As noted recently by Cantlon 
(Cantlon, 2020), a balance can be ultimately achieved between the rigor 
provided by controlled laboratory methods and the ecological validity of 
naturalistic conditions. Specifically, the proposal has been to use natu-
ralistic stimuli to i) test the ecological validity of findings observed 
under controlled conditions and ii) conduct exploratory data-driven 
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analyses that allow discovery of neural patterns and contribute to cur-
rent theories of brain function. In this section, we add to this debate by 
considering examples of naturalistic stimuli in infant research and their 
contribution to our understanding of language development. Further-
more, we discuss how naturalistic stimuli can be combined with neu-
roimaging techniques to build paradigms that generalize more easily to 
real-life contexts and that capture fundamental elements of the infant 
learning experience, such as social cues and their interactive role in the 
learning process. 

Naturalistic conditions utilize any type of stimulus that presents a 
complex dynamic interaction of multiple elements and therefore re-
quires sustained attention and real-time processing of different types of 
information (Razi, Seghier, Zhou, Mccolgan, & Zeidman, 2018). The 
term is relative, and it is frequently used as a contrast with traditional 
laboratory-controlled stimuli in which several key variables are rigor-
ously selected and controlled for, and environmental factors are 
removed from the experimental design (Vanderwal et al., 2019). With 
respect to language comprehension, naturalistic stimuli have been 
defined as requiring three main criteria: i) the stimulus does not differ 
from that typically encountered outside of laboratory environments, ii) 
the stimulus preserves the context in which it would appear in the real 
word and iii) the subject’s motivation to engage with the stimulus in real 
life is preserved (Hamilton & Huth, 2020). In adults, neuroimaging 
studies using naturalistic language stimuli often show much more 
widespread responses (Huth, de Heer, Griffiths, Theunissen, & Gallant, 
2016; Lerner, Honey, Silbert, & Hasson, 2011), a less left-lateralized 
profile of patterns (Cogan et al., 2014; Hamilton, Edwards, & Chang, 
2018; Huth et al., 2016) and greater recruitment of higher-order cortical 
areas (Huth et al., 2016) relative to traditional experimental designs. 
The three criteria for naturalistic stimuli are particularly relevant in 
language development since, as noted throughout this article, social 
factors and how the child interacts with the environment play a critical 
role in language learning. Therefore, by using ecologically valid para-
digms, we can preserve environmental elements that may play a critical 
role in language learning and reveal otherwise hidden properties of 
neural responses in natural contexts. 

In language developmental research, except for naturalistic diaries 
or at-home recordings, traditional paradigms for collecting infant data 
often rely on testing isolated words, sentences, phrases, and occasionally 
short passages (Ambridge & Rowland, 2013). These paradigms are 
created based on a priori hypotheses about how different levels of lin-
guistic processing are implemented at the neural level. Stimuli are 
created under precise experimental control, with the goal of rigorously 
isolating the relevant linguistic elements (Verga & Kotz, 2019). For 
example, in the statistical learning paradigms reviewed earlier, infants 
are in a dark room, without an interlocutor and exposed to a series of 
concatenated sounds that are isolated from any other linguistic or social 
context. This type of experimental paradigm is theory driven and has led 
to key discoveries about how language is acquired by infants. A main 
criticism that these paradigms face, however, is their lack of generaliz-
ability. In other words, it is unknown whether the results would be 
applicable to real-life contexts since critical elements from the envi-
ronment in which children interact are removed (Aslin & Newport, 
2014; Saffran & Kirkham, 2018). For example, in real-world contexts 
infants are rarely exposed to single words in which there is no interac-
tion with another individual and communication often has a clear social 
goal. Furthermore, infants’ responses in an experiment are influenced by 
their experience with a specific paradigm, which raises questions 
regarding the interpretation of results that are collected in tightly 
controlled laboratory designs (Santolin, Garcia-Castro, Zettersten, 
Sebastian-Galles, & Saffran, 2021). All these factors make it challenging 
to understand the extent to which different linguistic and social cues 
interact and contribute to language learning, unless we implement 
paradigms that evoke more naturalistic patterns of responses (see Shukla 
et al., 2011 for an example). 

In recent years, a growing number of infant studies have started to 

use more naturalistic paradigms, following a trend that has emerged in 
adult language research. These paradigms often require infants to listen 
to complete stories or watch short video clips, which are drawn from 
commercial books or movies, thus ensuring they reflect real-world 
stimuli. These paradigms are engaging and keep the child’s attention 
focused on the presented stimuli. Furthermore, movies are an effective 
method for reducing motion in children under age 10, which is a main 
concern in neuroimaging studies (Sanchez-Alonso, Rosenberg, & Aslin, 
2021; Vanderwal et al., 2019). Indeed, several neuroimaging studies 
using naturalistic paradigms have been conducted with infants and older 
children. For example, EEG responses to brief cartoon movies have been 
successfully collected in 7-month-olds using multivariate temporal 
response functions, thus validating the use of this naturalistic paradigm 
in a pediatric sample (Jessen, Fiedler, Münte, & Obleser, 2019). fMRI 
has also been used to study language-related brain function in pre-school 
children (4-to-6-year-olds) using story-listening tasks (Hutton et al., 
2017, 2020; Romeo et al., 2018). Neural patterns evoked during natu-
ralistic viewing correlate with developmental behavioral measures such 
as children’s language exposure at home (King et al., 2021; Romeo et al., 
2018), mother–child reading behavior (Hutton et al., 2017), episodic 
memory skills (Cantlon & Li, 2013), social cognitive scores (Richardson, 
Lisandrelli, Riobueno-Naylor, & Saxe, 2018) and attention abilities 
(Moraczewski, Chen, & Redcay, 2018). Unfortunately, due to head 
motion constraints, fMRI data collection with infants and toddlers is 
challenging, but successful attempts have been made in studies inves-
tigating vision (Deen et al., 2017), attention (Ellis et al., 2021) and 
theory of mind (Richardson et al., 2018; 2020). Furthermore, rigorous 
approaches to reduce motion artifacts in pediatric fMRI studies have 
been developed (Grayson & Fair, 2017; Power et al., 2015; Yan et al., 
2013). Nevertheless, a common alternative to fMRI movie-watching 
paradigms in infants and toddlers is the use of resting-state scans dur-
ing sleep. These scans measure the hemodynamics associated with 
spontaneous fluctuations of neural activity (Biswal, Zerrin Yetkin, 
Haughton, & Hyde, 1995; Fox et al., 2005) and can be more easily 
implemented in younger children (Howell et al., 2019; King et al., 
2021). Comparisons of movie-watching and resting-state neural pat-
terns, however, are not straightforward because movie-watching para-
digms evoke highly specific patterns of FC that are not present during 
rest (Perkins et al., 2017; Sanchez-Alonso et al., 2021; Simony et al., 
2016). Therefore, cross-age comparisons using movie-watching data 
with infants and resting-state data with older children or adults are only 
possible after accounting for state-specific neural patterns (e.g., 
regressing out movie-watching specific FC). Finally, the use of natural-
istic stimuli opens the door to a wide range of analytic approaches. 
These approaches vary in the extent to which they rely on time-locked 
signal changes (Vanderwal, Eilbott and Castellanos, 2019) and the ex-
istence of an a priori specified feature space (e.g., encoding models 
versus unsupervised dimensionality reduction or inter-subject correla-
tion) (Hamilton & Huth, 2020). 

Movie-watching and story-listening paradigms, however, do not 
include an important component of the language learning experience: 
the social context. One way to preserve the larger social environment in 
which daily communications are embedded is to conduct experiments 
that require an interaction between two individuals. Dyadic interactions 
can be studied while the child engages in daily activities, such as reading 
a picture book, playing with toys, or interacting during games (Aru-
nachalam, 2016; Demir-Lira, Applebaum, Goldin-Meadow, & Levine, 
2019; Doering, Schluter, & Suchodoletz, 2020; Clemens & Kegel, 2021). 
In these studies, the infant often interacts with the caregiver or the 
experimenter, although there are also a few studies that investigate how 
children process language in interaction with other children (Lytle et al., 
2018). These interactive paradigms allow the study of language devel-
opment in a natural setting in which social cues (e.g., eye gaze, gestures, 
body movements) and quantity and quality of the interactions (e.g., 
number of conversational turns, richness of vocabulary, changes in 
child-directed input) can be characterized with respect to variation in 
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neural measures. 
Neural patterns can be collected using simultaneous recording of 

brain activity from two or more participants using a hyper-scanning 
paradigm (Montague et al., 2002). A main limitation of hyperscanning 
studies, however, is that these paradigms do not lend themselves easily 
to investigate individual differences since each child’s experience is 
interactive and unique. An alternative is to record the child’s experience 
using a head-mounted camera and compare neural responses across 
children with respect to the same key stimuli, such as reading specific 
parts of a book or when certain social cues are present. Yet another 
option is to record video images from the infant’s first-person experience 
using a head-mounted camera and then show these naturalistic scenes to 
another age-matched infant while simultaneously collecting eye- 
tracking and neural data (Aslin, 2009). The second infant watches 
these infant-selected scenarios and responds to the same stimuli without 
the direct interaction (i.e., under volitional control) with the caregiver 
or experimenter. This type of design ensures that the two infants are 
exposed to the same type of stimuli and the results are more likely to be 
generalizable to naturalistic contexts since the data capture real-time 
behaviors embedded in the natural environment. A further advantage 
of this paradigm is that it allows the recording of eye gaze data via an 
eye-tracker (Aslin, 2009), which provides a more fine-grained assess-
ment of the infant’s gaze and it is difficult to do with head-mounted 
camera videos. This type of hybrid methods are a potentially prom-
ising avenue in which to investigate how infants learn in natural envi-
ronments. In combination with hyperscanning paradigms, they have the 
potential to reveal how ostensive social signals support synchronized 
behavior and information transfer during early communication and 
learning. 

6. Concluding remarks 

Advances in infant neuroimaging have allowed detailed in-
vestigations of the developing brain across a range of non-invasive 
methodologies. In language neurodevelopmental research, our under-
standing of developmental trajectories is still limited in comparison to a 
much more in-depth characterization of behavioral changes and lan-
guage milestones in the first three years of life. A comprehensive un-
derstanding of language neurobiology in early development requires an 
approach that considers the dynamic nature of the infant brain and the 
changing computational infrastructure that underlies language learning 
mechanisms. Accordingly, we have described a framework that includes 
the essential elements required to build a model of language neurobi-
ology in the infant brain with a focus on auditory language 
comprehension. 

Importantly, developmental change is characterized by substantial 
differences between-individuals (trait) and within-individuals (state). 
These differences can be utilized to develop growth curves of both 
normative and atypical development that enable prediction of language 
outcomes from neural measurements. Neurodevelopmental periods of 
maximal state and trait variation at the behavioral level can serve as 
referent points for biomarker research to investigate differences in 
neural patterns before the emergence of behavioral manifestations. 
Collectively, the framework we have described should be useful to 
connect experimental findings across both neural and behavioral levels 
with the goal of building robust neurobehavioral trajectories across 
development that can be predictive of language outcomes. 
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Peña, M., Maki, A., Kovačić, D., Dehaene-Lambertz, G., Koizumit, H., Bouquet, F., & 
Mehler, J. (2003). Sounds and silence: An optical topography study of language 
recognition at birth. Proceedings of the National Academy of Sciences of the United 
States of America, 100(20), 11702–11705. https://doi.org/10.1073/ 
pnas.1934290100 

Peña, M., Pittaluga, E., & Mehler, J. (2010). Language acquisition in premature and full- 
term infants. Proceedings of the National Academy of Sciences of the United States of 
America, 107(8), 3823–3828. https://doi.org/10.1073/pnas.0914326107 

Perani, D., Saccuman, M. C., Scifo, P., Anwander, A., Spada, D., Baldoli, C., … 
Friederici, A. D. (2011). Neural language networks at birth. Proceedings of the 
National Academy of Sciences, 108(38), 16056–16061. https://doi.org/10.1073/ 
pnas.1102991108 

Pereira, A. F., Smith, L. B., & Yu, C. (2014). A bottom-up view of toddler word learning. 
Psychonomic Bulletin & Review, 21(1), 178–185. https://doi.org/10.3758/s13423- 
013-0466-4 

Perkins, J. M., Kim, R., Krishna, A., McGovern, M., Aguayo, V. M., & Subramanian, S. V. 
(2017). Understanding the association between stunting and child development in 
low- and middle-income countries: Next steps for research and intervention. Social 
Science and Medicine, 193, 101–109. https://doi.org/10.1016/j. 
socscimed.2017.09.039 

Perra, O., & Gattis, M. (2012). Attention engagement in early infancy. Infant Behavior and 
Development, 35(4), 635–644. https://doi.org/10.1016/j.infbeh.2012.06.004 

Petersen, S. E., & Sporns, O. (2015). Brain Networks and Cognitive Architectures. Neuron, 
88(1), 207–219. https://doi.org/10.1016/j.neuron.2015.09.027 

Petitto, L. A., Berens, M. S., Kovelman, I., Dubins, M. H., Jasinska, K., & Shalinsky, M. 
(2012). The “Perceptual Wedge Hypothesis” as the basis for bilingual babies’ 
phonetic processing advantage: New insights from fNIRS brain imaging. Brain and 
Language, 121(2), 130–143. https://doi.org/10.1016/j.bandl.2011.05.003 

Piantadosi, S. T., Jara-Ettinger, J., & Gibson, E. (2014). Children’s learning of number 
words in an indigenous farming-foraging group. Developmental Science, 17(4), 
553–563. https://doi.org/10.1111/desc.12078 

Piazza, E. A., Hasenfratz, L., Hasson, U., & Lew-Williams, C. (2020). Infant and Adult 
Brains Are Coupled to the Dynamics of Natural Communication. Psychological 
Science, 31(1), 6–17. https://doi.org/10.1177/0956797619878698 

Pierce, L. J., Klein, D., Chen, J.-K., Delcenserie, A., & Genesee, F. (2014). Mapping the 
unconscious maintenance of a lost first language. Proceedings of the National Academy 
of Sciences, 111(48), 17314–17319. https://doi.org/10.1073/pnas.1409411111 

Poeppel, D. (2014). The neuroanatomic and neurophysiological infrastructure for speech 
and language. Current Opinion in Neurobiology, 28, 142–149. https://doi.org/ 
10.1016/j.conb.2014.07.005 

Pons, F., Bosch, L., & Lewkowicz, D. J. (2015). Bilingualism Modulates Infants’ Selective 
Attention to the Mouth of a Talking Face. Psychological Science, 26(4), 490–498. 
https://doi.org/10.1177/0956797614568320 

Pons, F., Bosch, L., & Lewkowicz, D. J. (2019). Twelve-month-old infants’ attention to 
the eyes of a talking face is associated with communication and social skills. Infant 
Behavior and Development, 54(December 2018), 80–84. https://doi.org/10.1016/j. 
infbeh.2018.12.003. 

Power, J. D., Schlaggar, B. L., & Petersen, S. E. (2015). Recent progress and outstanding 
issues in motion correction in resting state fMRI. NeuroImage, 105, 536–551. https:// 
doi.org/10.1016/j.neuroimage.2014.10.044 

Quaresima, V., & Ferrari, M. (2019). Functional Near-Infrared Spectroscopy (fNIRS) for 
Assessing Cerebral Cortex Function During Human Behavior in Natural/Social 
Situations: A Concise Review. Organizational Research Methods, 22(1), 46–68. 
https://doi.org/10.1177/1094428116658959 

Ramírez-Esparza, N., García-Sierra, A., & Kuhl, P. K. (2017). Look who’s talking NOW! 
Parentese speech, social context, and language development across time.  Frontiers in 
Psychology, 8(JUN), 1–12. https://doi.org/10.3389/fpsyg.2017.01008 

Raschle, N., Zuk, J., Ortiz-Mantilla, S., Sliva, D. D., Franceschi, A., Grant, P. E., … 
Gaab, N. (2012). Pediatric neuroimaging in early childhood and infancy: Challenges 
and practical guidelines. Annals of the New York Academy of Sciences, 1252(1), 43–50. 
https://doi.org/10.1111/j.1749-6632.2012.06457.x 

Razi, A., Seghier, M. L., Zhou, Y., Mccolgan, P., & Zeidman, P. (2018). Europe PMC 
Funders Group Large-scale DCMs for resting-state fMRI., 1(3), 222–241. https://doi. 
org/10.1162/NETN 

Reh, R. K., Hensch, T. K., & Werker, J. F. (2021). Distributional learning of speech sound 
categories is gated by sensitive periods. Cognition, March, 104653. https://doi.org/ 
10.1016/j.cognition.2021.104653. 

Rescorla, L. (2009). Age 17 Language and Reading Outcomes in Late-Talking Toddlers: 
Support for a Dimensional Perspective on Language Delay. Journal of Speech, 
Language, and Hearing Research, 52(1), 16–30. https://doi.org/10.1044/1092-4388 
(2008/07-0171) 

Rescorla, L. (2013). Late-talking toddlers. In L. Rescorla, & P. S. Dale (Eds.), Late talkers: 
Language development, interventions, and outcomes (pp. 219–240). Brookes.  

Richardson, H., Gweon, H., Dodell-Feder, D., Malloy, C., Pelton, H., Keil, B., … Saxe, R. 
(2020). Response patterns in the developing social brain are organized by social and 
emotion features and disrupted in children diagnosed with autism spectrum 
disorder. Cortex, 125, 12–29. https://doi.org/10.1016/j.cortex.2019.11.021 

Richardson, H., Lisandrelli, G., Riobueno-Naylor, A., & Saxe, R. (2018). Development of 
the social brain from age three to twelve years. Nature Communications, 9(1), 1–12. 
https://doi.org/10.1038/s41467-018-03399-2 

Rivera-Gaxiola, M., Silva-Pereyra, J., & Kuhl, P. K. (2005). Brain potentials to native and 
non-native speech contrasts in 7- and 11-month-old American infants. Developmental 
Science, 8(2), 162–172. https://doi.org/10.1111/j.1467-7687.2005.00403.x 

Romberg, A. R., & Saffran, J. R. (2010). Statistical learning and language acquisition. 
Wiley Interdisciplinary Reviews: Cognitive Science, 1(6), 906–914. https://doi.org/ 
10.1002/wcs.78 

Romeo, R. R., Leonard, J. A., Robinson, S. T., West, M. R., Mackey, A. P., Rowe, M. L., & 
Gabrieli, J. D. E. (2018). Beyond the 30-Million-Word Gap: Children’s 
Conversational Exposure Is Associated With Language-Related Brain Function. 
Psychological Science, 29(5), 700–710. https://doi.org/10.1177/0956797617742725 

Rondal, J. A., & Defays, D. (1978). Reliability of Mean Length of Utterance as a Function 
of Sample Size in Early Language Development. The Journal of Genetic Psychology, 
133(2), 305–306. https://doi.org/10.1080/00221325.1978.10533390 

Rosenbaum, S., & Simon, P. (2016). Speech and Language Disorders in Children. In 
S. Rosenbaum, & P. Simon (Eds.), Speech and Language Disorders in Children: 
Implications for the Social Security Administration’s Supplemental Security Income 
Program. National Academies Press.  

S. Sanchez-Alonso and R.N. Aslin                                                                                                                                                                                                           

https://doi.org/10.3389/fpsyg.2011.00222
https://doi.org/10.3389/fpsyg.2011.00222
https://doi.org/10.1016/S0010-0277(01)00157-3
https://doi.org/10.1016/S0010-0277(01)00157-3
http://refhub.elsevier.com/S0093-934X(21)00141-3/h0955
http://refhub.elsevier.com/S0093-934X(21)00141-3/h0955
https://doi.org/10.1126/science.1144073
https://doi.org/10.1016/0010-0277(88)90035-2
https://doi.org/10.1162/jocn.1993.5.3.317
https://doi.org/10.1080/87565649709540685
https://doi.org/10.1016/j.dcn.2011.03.005
https://doi.org/10.1044/jshr.0602.139
https://doi.org/10.1044/jshr.0602.139
http://www.ncbi.nlm.nih.gov/pubmed/32491450
http://www.ncbi.nlm.nih.gov/pubmed/32491450
https://doi.org/10.1006/nimg.2002.1150
https://doi.org/10.1006/nimg.2002.1150
https://doi.org/10.1016/0163-6383(93)80007-U
https://doi.org/10.1016/0163-6383(93)80007-U
https://doi.org/10.1038/s41598-018-20600-0
https://doi.org/10.1038/s41598-018-20600-0
https://doi.org/10.1016/S0193-3973(99)00040-4
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1025
https://doi.org/10.1038/385432a0
https://doi.org/10.1038/385432a0
https://doi.org/10.1016/0010-0277(95)00681-8
https://doi.org/10.1016/0010-0277(95)00681-8
https://doi.org/10.2307/1165788
https://doi.org/10.1016/bs.pbr.2020.05.003
https://doi.org/10.1016/bs.pbr.2020.05.003
https://doi.org/10.1136/archdischild-2014-307394
https://doi.org/10.1136/archdischild-2014-307394
https://doi.org/10.1017/S0305000909990286
https://doi.org/10.1073/pnas.0406627102
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1065
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1065
https://doi.org/10.1016/0163-6383(92)80003-D
https://doi.org/10.1073/pnas.1934290100
https://doi.org/10.1073/pnas.1934290100
https://doi.org/10.1073/pnas.0914326107
https://doi.org/10.1073/pnas.1102991108
https://doi.org/10.1073/pnas.1102991108
https://doi.org/10.3758/s13423-013-0466-4
https://doi.org/10.3758/s13423-013-0466-4
https://doi.org/10.1016/j.socscimed.2017.09.039
https://doi.org/10.1016/j.socscimed.2017.09.039
https://doi.org/10.1016/j.infbeh.2012.06.004
https://doi.org/10.1016/j.neuron.2015.09.027
https://doi.org/10.1016/j.bandl.2011.05.003
https://doi.org/10.1111/desc.12078
https://doi.org/10.1177/0956797619878698
https://doi.org/10.1073/pnas.1409411111
https://doi.org/10.1016/j.conb.2014.07.005
https://doi.org/10.1016/j.conb.2014.07.005
https://doi.org/10.1177/0956797614568320
https://doi.org/10.1016/j.neuroimage.2014.10.044
https://doi.org/10.1016/j.neuroimage.2014.10.044
https://doi.org/10.1177/1094428116658959
https://doi.org/10.3389/fpsyg.2017.01008
https://doi.org/10.1111/j.1749-6632.2012.06457.x
https://doi.org/10.1162/NETN
https://doi.org/10.1162/NETN
https://doi.org/10.1044/1092-4388(2008/07-0171)
https://doi.org/10.1044/1092-4388(2008/07-0171)
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1180
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1180
https://doi.org/10.1016/j.cortex.2019.11.021
https://doi.org/10.1038/s41467-018-03399-2
https://doi.org/10.1111/j.1467-7687.2005.00403.x
https://doi.org/10.1002/wcs.78
https://doi.org/10.1002/wcs.78
https://doi.org/10.1177/0956797617742725
https://doi.org/10.1080/00221325.1978.10533390
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1215
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1215
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1215
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1215


Brain and Language 224 (2022) 105047

20

Rosenberg, M. D., Casey, B. J., & Holmes, A. J. (2018). Prediction complements 
explanation in understanding the developing brain. Nature Communications, 9(1), 
1–13. https://doi.org/10.1038/s41467-018-02887-9 

Rowe, M. L. (2008). Child-directed speech: Relation to socioeconomic status, knowledge 
of child development and child vocabulary skill. Journal of Child Language, 35(1), 
185–205. https://doi.org/10.1017/S0305000907008343 

Rowe, M. L. (2012). A Longitudinal Investigation of the Role of Quantity and Quality of 
Child-Directed Speech in Vocabulary Development. Child Development, 83(5), 
1762–1774. https://doi.org/10.1111/j.1467-8624.2012.01805.x 

Ruff, H. A., & Lawson, K. R. (1990). Development of sustained, focused attention in 
young children during free play. Developmental Psychology, 26(1), 85–93. https://doi. 
org/10.1037/0012-1649.26.1.85 

Saffran, J. R. (2001). The Use of Predictive Dependencies in Language Learning. Journal 
of Memory and Language, 44(4), 493–515. https://doi.org/10.1006/jmla.2000.2759 

Saffran, J. R. (2002). Constraints on statistical language learning. Journal of Memory and 
Language, 47(1), 172–196. https://doi.org/10.1006/jmla.2001.2839 

Saffran, J. R., Aslin, R. N., & Newport, E. L. (1996). Statistical learning by 8-month-old 
infants. Science, 274(5294), 1926–1928. https://doi.org/10.1126/ 
science.274.5294.1926 

Saffran, J. R., Hauser, M., Seibel, R., Kapfhamer, J., Tsao, F., & Cushman, F. (2008). 
Grammatical pattern learning by human infants and cotton-top tamarin monkeys. 
Cognition, 107(2), 479–500. https://doi.org/10.1016/j.cognition.2007.10.010 

Saffran, J. R., & Kirkham, N. Z. (2018). Infant Statistical Learning. Annual Review of 
Psychology, 69, 181–203. https://doi.org/10.1146/annurev-psych-122216-011805 

Salley, B., Panneton, R. K., & Colombo, J. (2013). Separable Attentional Predictors of 
Language Outcome. Infancy, 18(4), 462–489. https://doi.org/10.1111/j.1532- 
7078.2012.00138.x 

Sanchez-Alonso, S., & Aslin, R. N. (2020). Predictive modeling of neurobehavioral state 
and trait variation across development. Developmental Cognitive Neuroscience, 45 
(September), Article 100855. https://doi.org/10.1016/j.dcn.2020.100855 

Sanchez-Alonso, S., Rosenberg, M. D., & Aslin, R. N. (2021). Functional connectivity 
patterns predict naturalistic viewing versus rest across development. NeuroImage, 
229(September 2019). https://doi.org/10.1016/j.neuroimage.2020.117630. 

Santolin, C., Garcia-Castro, G., Zettersten, M., Sebastian-Galles, N., & Saffran, J. R. 
(2021). Experience with research paradigms relates to infants’ direction of 
preference. Infancy, 26(1), 39–46. https://doi.org/10.1111/infa.12372 

Schum, R. L. (2007). Language Screening in the Pediatric Office Setting. Pediatric Clinics 
of North America, 54(3), 425–436. https://doi.org/10.1016/j.pcl.2007.02.010 

Scott, L. S., Pascalis, O., & Nelson, C. A. (2007). A domain-general theory of the 
development of perceptual discrimination. Current Directions in Psychological Science, 
16(4), 197–201. https://doi.org/10.1111/j.1467-8721.2007.00503.x 

Senju, A., Johnson, M. H., & Csibra, G. (2006). The development and neural basis of 
referential gaze perception. Social Neuroscience, 1(3–4), 220–234. https://doi.org/ 
10.1080/17470910600989797 

Shah, L. M., Cramer, J. A., Ferguson, M. A., Birn, R. M., & Anderson, J. S. (2016). 
Reliability and reproducibility of individual differences in functional connectivity 
acquired during task and resting state. Brain and Behavior, 6(5), 1–15. https://doi. 
org/10.1002/brb3.456 

Shukla, M., White, K. S., & Aslin, R. N. (2011). Prosody guides the rapid mapping of 
auditory word forms onto visual objects in 6-mo-old infants. Proceedings of the 
National Academy of Sciences of the United States of America, 108(15), 6038–6043. 
https://doi.org/10.1073/pnas.1017617108 

Siegler, R. S. (2006). Microgenetic analysis of learning. In D. Kuhn, S. Siegler, W. Damon, 
& R. M. Lerner (Eds.), Handbook of child psychology: Cognition, perception, and 
language (pp. 464–510). John Wiley & Sons Inc.  

Siegler, R. S. (2007). Cognitive variability. Developmental Science, 10(1), 104–109. 
https://doi.org/10.1111/j.1467-7687.2007.00571.x 

Silbereis, J. C., Pochareddy, S., Zhu, Y., Li, M., & Sestan, N. (2016). The Cellular and 
Molecular Landscapes of the Developing Human Central Nervous System. Neuron, 89 
(2), 248. https://doi.org/10.1016/j.neuron.2015.12.008 

Simony, E., Honey, C. J., Chen, J., Lositsky, O., Yeshurun, Y., Wiesel, A., & Hasson, U. 
(2016). Dynamic reconfiguration of the default mode network during narrative 
comprehension. Nature. Communications, 7(May, 2015). https://doi.org/10.1038/ 
ncomms12141 

Singh, L., Liederman, J., Mierzejewski, R., & Barnes, J. (2011). Rapid reacquisition of 
native phoneme contrasts after disuse: You do not always lose what you do not use. 
Developmental Science, 14(5), 949–959. https://doi.org/10.1111/j.1467- 
7687.2011.01044.x 

Skeide, M. A., & Friederici, A. D. (2016). The ontogeny of the cortical language network. 
Nature Reviews Neuroscience, 17(5), 323–332. https://doi.org/10.1038/nrn.2016.23 

Smith, L. B., Byrge, L., & Sporns, O. (2020). Beyond Origins: Developmental Pathways 
and the Dynamics of Brain Networks. In A. J. Lerner, S. Cullen, & S.-. J. Leslie (Eds.), 
Current Controversies in Philosophy of Cognitive Science (pp. 47–62). Routledge. 
https://doi.org/10.4324/9781003026273.  

Smith, L. B., & Thelen, E. (2003). Development as a dynamic system. Trends in Cognitive 
Sciences, 7(8), 343–348. https://doi.org/10.1016/S1364-6613(03)00156-6 

Smith, L. B., Jayaraman, Clerkin, & Yu. (2018). The developing infant creates a 
curriculum for statistical learning. Trends in Cognitive Sciences, 22(4), 325–336. 
https://doi.org/10.111016/j.tics.2018.02.004 

Smith, L., Jones, S. S., & Landau, B. (1996). Naming in young children: A dumb 
attentional mechanism? Cognition, 60(2), 143–171. https://doi.org/10.1016/0010- 
0277(96)00709-3 

Smith, L., & Yu, C. (2008). Infants rapidly learn word-referent mappings via cross- 
situational statistics. Cognition, 106(3), 1558–1568. https://doi.org/10.1016/j. 
cognition.2007.06.010 

Snowling, M. J., Bishop, D. V. M., Stothard, S. E., Chipchase, B., & Kaplan, C. (2006). 
Psychosocial outcomes at 15 years of children with a preschool history of speech- 
language impairment. Journal of Child Psychology and Psychiatry, 47(8), 759–765. 
https://doi.org/10.1111/j.1469-7610.2006.01631.x 

Sporns, O. (2013). Structure and function of complex brain networks. Dialogues in Clinical 
Neuroscience, 15(3), 247–262. https://doi.org/10.31887/dcns.2013.15.3/osporns. 

Srinivasan, R., & Nunez, P. L. (2012). Electroencephalography. In V. S. Ramachandran 
(Ed.), Encyclopedia of Human Behavior ((2nd ed.,, pp. 15–23). Acad. Press.  

Stevens, J. S., Gleitman, L. R., Trueswell, J. C., & Yang, C. (2016). The Pursuit of word 
meanings. Cognitive Science, 41(4), 638–676. https://doi.org/10.111111/cogs.12416 

Striano, T., Chen, X., Cleveland, A., & Bradshaw, S. (2006). Joint attention social cues 
influence infant learning. European Journal of Developmental Psychology, 3(3), 
289–299. https://doi.org/10.1080/17405620600879779 

Striano, T., Reid, V. M., & Hoehl, S. (2006). Neural mechanisms of joint attention in 
infancy. European Journal of Neuroscience, 23(10), 2819–2823. https://doi.org/ 
10.1111/j.1460-9568.2006.04822.x 

Strimbu, K., & Tavel, J. A. (2010). What are biomarkers? Current Opinion in HIV and 
AIDS, 5(6), 463–466. https://doi.org/10.1097/COH.0b013e32833ed177 

Su, M., Li, P., Zhou, W., & Shu, H. (2021). Effects of socioeconomic status in predicting 
reading outcomes for children: The mediation of spoken language network. Brain 
and Cognition, 147(May 2020), 105655. https://doi.org/10.1016/j. 
bandc.2020.105655. 

Tager-Flusberg, H., Paul, R., & Lord, C. (2005). Language and communication in autism 
spectrum disorders. In F. R. Volkmar, R. Paul, A. Klin, & J. D. Cohen (Eds.), 
Handbook of autism and pervasive developmental disorders: Diagnosis, development, 
neurobiology, and behavior (pp. 335–364). John Wiley & Sons Inc.  

Takesian, A. E., & Hensch, T. K. (2013). Balancing plasticity/stability across brain 
development. In Progress in Brain Research (1st ed., Vol. 207). Elsevier B.V. https:// 
doi.org/10.1016/B978-0-444-63327-9.00001-1. 

Telzer, E. H., McCormick, E. M., Peters, S., Cosme, D., Pfeifer, J. H., & van 
Duijvenvoorde, A. C. K. (2018). Methodological considerations for developmental 
longitudinal fMRI research. Developmental Cognitive Neuroscience, 33(January), 
149–160. https://doi.org/10.1016/j.dcn.2018.02.004 

Tenenbaum, E. J., Sobel, D. M., Sheinkopf, S. J., Malle, B. F., & Morgan, J. L. (2015). 
Attention to the mouth and gaze following in infancy predict language development. 
Journal of Child Language, 42(6), 1173–1190. https://doi.org/10.1017/ 
S0305000914000725 

Thierry, G., Vihman, M., & Roberts, M. (2003). Familiar words capture the attention of 
11-month-olds in less than 250 ms. NeuroReport, 14(18), 2307–2310. https://doi. 
org/10.1097/00001756-200312190-00004 

Thiessen, E. D., & Saffran, J. R. (2007). Learning to Learn: Infants’ Acquisition of Stress- 
Based Strategies for Word Segmentation. Language Learning and Development, 3(1), 
73–100. https://doi.org/10.1080/15475440709337001 

Tomblin, J. B., Records, N. L., Buckwalter, P., Zhang, X., Smith, E., & O’Brien, M. (1997). 
Prevalence of Specific Language Impairment in Kindergarten Children. Journal of 
Speech, Language, and Hearing Research, 40(6), 1245–1260. https://doi.org/10.1044/ 
jslhr.4006.1245 

Torkildsen, J. von K., Friis Hansen, H., Svangstu, J. M., Smith, L., Simonsen, H. G., 
Moen, I., & Lindgren, M. (2009). Brain dynamics of word familiarization in 20- 
month-olds: Effects of productive vocabulary size. Brain and Language, 108(2), 
73–88. https://doi.org/10.1016/j.bandl.2008.09.005 

Toro, J. M., Sinnett, S., & Soto-Faraco, S. (2005). Speech segmentation by statistical 
learning depends on attention. Cognition, 97(2), 25–34. https://doi.org/10.1016/j. 
cognition.2005.01.006 

Tsang, T., Atagi, N., & Johnson, S. P. (2018). Selective attention to the mouth is 
associated with expressive language skills in monolingual and bilingual infants. 
Journal of Experimental Child Psychology, 169(5), 93–109. https://doi.org/10.1016/j. 
jecp.2018.01.002 

Tsui, A. S. M., Marchman, V. A., & Frank, M. C. (2019). Building theories of consistency and 
variability in children’s language development: A large-scale data approach.. https://doi. 
org/10.1017/S0002020600038889 

Turesky, T. K., Vanderauwera, J., & Gaab, N. (2021). Imaging the rapidly developing 
brain: Current challenges for MRI studies in the first five years of life. Developmental 
Cognitive Neuroscience, 47, Article 100893. https://doi.org/10.1016/j. 
dcn.2020.100893 
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toddlers: Are they only “late talkers”? Turkish Journal of Pediatrics, 60(2), 165–172. 
https://doi.org/10.24953/turkjped.2018.02.008. 

Zhao, T. C., Boorom, O., Kuhl, P. K., & Gordon, R. (2021). Infants’ neural speech 
discrimination predicts individual differences in grammar ability at 6 years of age 
and their risk of developing speech-language disorders. Developmental Cognitive 
Neuroscience, 48, Article 100949. https://doi.org/10.1016/j.dcn.2021.100949 

S. Sanchez-Alonso and R.N. Aslin                                                                                                                                                                                                           

https://doi.org/10.1111/cdev.13281
https://doi.org/10.1111/cdev.13281
https://doi.org/10.1016/j.appdev.2008.02.007
https://doi.org/10.1016/j.appdev.2008.02.007
https://doi.org/10.3389/fpsyg.2017.01657
https://doi.org/10.3389/fpsyg.2017.01657
https://doi.org/10.1111/j.1467-7687.2007.00549.x
https://doi.org/10.1111/j.1467-7687.2007.00549.x
https://doi.org/10.2307/1131404
https://doi.org/10.1016/j.neuron.2021.01.023
https://doi.org/10.1016/j.neuron.2021.01.023
https://doi.org/10.1111/cdev.12882
https://doi.org/10.1177/0956797613488145
https://doi.org/10.1037/0012-1649.34.6.1289
https://doi.org/10.1093/oxfordhb/9780199958450.013.0031
https://doi.org/10.1093/oxfordhb/9780199958450.013.0031
https://doi.org/10.2307/1129249
https://doi.org/10.1146/annurev-psych-010814-015104
https://doi.org/10.1146/annurev-psych-010814-015104
https://doi.org/10.1016/S0163-6383(84)80022-3
https://doi.org/10.1002/dev.20060
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1560
http://refhub.elsevier.com/S0093-934X(21)00141-3/h1560
https://doi.org/10.1016/j.cognition.2015.01.015
https://doi.org/10.1016/j.cognition.2015.01.015
https://doi.org/10.1111/1467-7687.00286
https://doi.org/10.1111/1467-7687.00286
https://doi.org/10.1016/j.neuroimage.2013.03.004
https://doi.org/10.1177/1745691617693393
https://doi.org/10.1152/jn.00338.2011
https://doi.org/10.1016/j.jml.2012.09.004
https://doi.org/10.1111/j.1532-7078.2009.00024.x
https://doi.org/10.1111/j.1532-7078.2009.00024.x
https://doi.org/10.1111/cdev.12730
https://doi.org/10.1111/desc.12735
https://doi.org/10.1111/j.1467-9280.2009.02341.x
https://doi.org/10.111016/j.cognition.2015.07.013
https://doi.org/10.111016/j.cognition.2015.07.013
https://doi.org/10.24953/turkjped.2018.02.008
https://doi.org/10.1016/j.dcn.2021.100949

	Towards a model of language neurobiology in early development
	1 Introduction
	2 A framework for understanding language neurobiology in early development
	2.1 Computations underlying language learning mechanisms
	2.1.1 Computations underlying discrimination of native phonemic categories
	2.1.2 Computations underlying early lexicon formation

	2.2 Delineating neural and behavioral trajectories in early language learning
	2.2.1 Developmental changes in discrimination and mastery of phonemic categories
	2.2.2 Developmental changes associated with word learning and early lexicon formation

	2.3 Social environmental cues that reinforce early language learning
	2.3.1 Face-to-face interactions

	2.4 Maturational constraints that support early language learning
	2.4.1 Maturational and experiential factors constraining discrimination of phonemic categories


	3 Quantitative modeling of state and trait variation in language neurodevelopment
	3.1 Trait-dependent (between-subjects) sources of variation in early language development
	3.2 State-dependent (within-subject) sources of variation in early language development
	3.3 Reliability and reproducibility of state and trait measurements in neurodevelopmental research

	4 Early markers of language outcomes and clinical applications
	5 Methodological considerations: The ecological validity of experimental paradigms
	6 Concluding remarks
	Declaration of Competing Interest
	Acknowledgement
	References




