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Abstract
Children with autism spectrum disorders have been reported to be less influenced by a speaker’s face during speech percep-
tion than those with typically development. To more closely examine these reported differences, a novel visual phonemic 
restoration paradigm was used to assess neural signatures (event-related potentials [ERPs]) of audiovisual processing in 
typically developing children and in children with autism spectrum disorder. Video of a speaker saying the syllable /ba/ was 
paired with (1) a synthesized /ba/ or (2) a synthesized syllable derived from /ba/ in which auditory cues for the consonant 
were substantially weakened, thereby sounding more like /a/. The auditory stimuli are easily discriminable; however, in the 
context of a visual /ba/, the auditory /a/ is typically perceived as /ba/, producing a visual phonemic restoration. Only children 
with ASD showed a large /ba/-/a/ discrimination response in the presence of a speaker producing /ba/, suggesting reduced 
influence of visual speech.
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Introduction

In face-to-face interactions, listeners can both hear and see 
what a speaker is saying. Visual information about speech 
has been shown to influence what listeners hear, increas-
ing identification of the speech signal both in the context of 
background noise (Sumby and Pollack 1954) and in clear 

listening conditions, where mismatched auditory and vis-
ual speech results in a new percept (known as the McGurk 
effect; McGurk and MacDonald 1976), suggesting that face-
to-face communication involves integration across visual 
and heard speech. This influence of visible speech on what 
is heard has been demonstrated in infancy (e.g., Rosenblum 
et al. 1997; Yeung and Werker 2013), and typical speech 
and language development is thought to take place in this 
audiovisual (or AV) context, fostering native language acqui-
sition (e.g., Lewkowicz and Hansen-Tift 2012; Meltzoff and 
Kuhl 1984). Moreover, the presence of visual articulatory 
information facilitates perception of heard speech, speed-
ing up cortical processing of the auditory signal (van Was-
senhove et al. 2005). Critically, the speaking face does not 
simply provide redundant information to the speech sound, 
but includes functional cues that supplement the auditory 
information. Examples of this include that the visible speech 
signal has been shown to change perception even when the 
auditory portion of the signal can be clearly heard (McGurk 
and MacDonald 1976) and that blind listeners show a differ-
ence in vowel space as compared to sighted listeners, sug-
gesting that access to the visual signal influences the devel-
opment of speech perception and organization (Ménard et al. 
2013).
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Autism Spectrum Disorders (ASD) are characterized by 
difficulties in social communication as well as restricted 
and repetitive behaviors (American Psychiatric Associa-
tion 2013). Children with ASD have been reported to have 
atypical processing of audiovisual (AV) speech in compar-
ison to their typically developing (TD) peers. Specifically, 
children with ASD are less influenced (relative to TD 
children) by the speaker’s face in (a) audiovisual speech-
in-noise tasks, where the listener must integrate the face 
and voice to identify what was said; and (b) mismatched 
audiovisual speech tasks, where the face and voice are 
different signals, that, if integrated, will lead to a visually 
influenced percept (Feldman et al. 2018; Foxe et al. 2015; 
Iarocci et al. 2010; Irwin et al. 2011; Mongillo et al. 2008; 
Smith and Bennetto, 2007; Smith et al. 2017; Woynaroski 
et al. 2013). These findings are typically interpreted as evi-
dence of weaker integration of the face and voice in ASD, 
and sometimes as evidence of broader integration deficits 
in processing in children with ASD. Given that weakened 
integration could significantly impair a listener’s ability to 
recover or disambiguate a speaker’s message in noisy lis-
tening environments, such differences in processing could 
account for some of the observed language comprehen-
sion difficulties observed in children with ASD. Notably, 
Shic et al. (2014) reported that 6-month-old infants who 
go on to receive a diagnosis of autism spectrum disorder 
show a pronounced reduction in gaze to the eyes, nose and 
mouth of a face when speech is being produced (e.g., in 
comparison to a smiling face), suggesting that the root of 
difficulties in integration of auditory and visible speech 
associated with ASD may begin early in development.

In addition to these behavioral and eye tracking find-
ings, a few studies have utilized event-related potentials 
(ERPs), which provide an objective neural index of per-
ception, to explore AV speech processing in individuals 
with ASD (Russo et al. 2010). ERP designs, like eye-
tracking studies, can be particularly useful for studying 
speech perception in children or lower-functioning indi-
viduals with ASD because they do not require an overt 
behavioral response. For example, Magnée et al. (2008) 
found that adults with ASD do not show typical congru-
ency-associated N2 effects (e.g., to a face and voice with 
matching vs. mismatching emotional valence), suggesting 
that adults with ASD are less sensitive to mismatching AV 
speech stimuli. Megnin et al. (2012) reported reduced P2 
amplitude for words in the context of a speaking face in 
adolescents with ASD. Taken together, these studies indi-
cate that individuals with ASD have difficulty using visual 
speech information during perception of a speaking face. 
This does not appear to be due entirely to less looking to 
the face of a speaker: Irwin et al. (2011) controlled for this 
by examining AV speech perception only when children 
were fixated on the face of the speaker, and still reported 

significant differences between children with ASD and TD 
controls in visual influence on heard speech.

While existing studies are suggestive of atypical response 
to AV speech in children with ASD, common paradigms 
used to study AV speech may not be ideal for use in this pop-
ulation because they make substantial processing demands 
beyond perception of audio and visual speech. Specifically, 
studies that use speech-in-noise and/or mismatched (or 
McGurk-type) AV tasks may require additional attentional 
or executive resources, which are noted areas of weakness 
for many children with ASD (Irwin and DiBlasi 2017; Ste-
venson et al. 2017). The McGurk Effect creates a percept 
that differs from either the visual or auditory signal alone 
because of conflict between the two modalities; however, 
these percepts are independently identified as poorer exem-
plars of a category than matched A + V speech (Branca-
zio 2004). Because labeling of ambiguous stimuli places 
demands on executive functions, this task may be particu-
larly challenging for those with ASD (Eigsti and Shapiro 
2003). Additionally, studying AV speech perception using 
paradigms that utilize auditory noise is problematic because 
noise can be particularly aversive for individuals with ASD 
in the perception of speech (Alcántara et al. 2004). Both 
speech-in-noise and mismatched AV stimuli could confer 
additional variability for children with ASD, making inter-
pretation of group differences more difficult.

In order to examine visual influence on heard speech in 
children with autism spectrum disorder, we have developed 
a measure that can serve as an alternative to assessing audio-
visual speech processing without involving either noise or 
auditory and visual category conflict (also see Jerger et al. 
2014 for a related approach). This paradigm, which we 
describe in detail in Irwin et al. (2018), uses restoration of 
weakened auditory tokens with visual stimuli. Two types of 
stimuli are presented to the listener: clear exemplars of an 
auditory consonant–vowel syllable (in this case, /ba/), and 
syllables in which the auditory cues for the consonant are 
substantially weakened, creating a stimulus which is more 
/a/-like, from this point on referred to as /a/. The auditory 
stimuli are created by synthesizing speech based on a natural 
production of the syllable and systematically flattening the 
formant transitions to create the /a/. Video of the speaker’s 
face does not change (always producing /ba/), but the audi-
tory stimuli (/ba/ or /a/) vary. Thus, when the /a/ auditory 
stimulus is dubbed over the visual /ba/, a visual influence 
will effectively “restore” the weakened auditory cues so that 
the stimulus is perceived as a /ba/, akin to a visual phone-
mic restoration effect (Kashino 2006; Samuel 1981; Warren 
1970).

To provide a sensitive measure of AV speech processing 
in typically developing children and those with ASD, we 
recorded electroencephalography (EEG) during this visual 
phonemic restoration paradigm. Specifically, we utilize a 
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modified passive listening paradigm to elicit auditory ERP 
responses to /a/ and /ba/ paired with a face producing /ba/. 
In this paradigm, if the visual /ba/ causes the auditory /a/ 
to be perceived as /ba/ (phonemic restoration), then ERP 
responses to both tokens should be similar. However, if 
audio and visual speech are not integrated (no phonemic res-
toration) we would instead expect a differential, mismatch-
like response (MMR),1 resulting from differential perception 
of the two tokens. Here we hypothesize that children with 
ASD, who are suspected to exhibit deficits in AV integra-
tion, will be less likely to use visual speech to effectively 
restore the /a/ sound to a /ba/ percept. That is, we predicted 
that children with ASD would exhibit a larger difference 
between the waveforms to the two tokens (MMR) when we 
combined the auditory /a/ with the visual /ba/, relative to 
typically developing (TD) controls.

Method

Participants

Seventy-one monolingual American English-speaking chil-
dren were recruited from the greater New Haven community 
through flyers, local walks and events and listservs of organi-
zations that serve individuals with ASD. Participants were 
excluded from participating if they had uncorrected hearing 
or vision problems. Participants were excluded from analysis 
if they could not be classified either as children with ASD or 
as TD children (n = 10), technical issues led to an incomplete 

data file (ASD: n = 3; TD: n = 3), or there were not enough 
usable trials in each condition to permit analysis (ASD: 
n = 1; TD: n = 2; criteria described below). The final data 
set included 52 participants: 18 children with ASD and 34 
TD children. Sociodemographic information for each sample 
is reported in Table 1. All participants were monolingual 
American English-speaking children, were right-handed, 
and had normal or corrected-to-normal vision and hearing 
by parent report. Children in the TD group had no history of 
developmental delays per parent report. For characterization 
purposes, all participants in the ASD group had a clinical 
diagnosis of ASD. In addition, 16 participants completed the 
Autism Diagnostic Observation Schedule—second edition 
[ADOS-2; Lord et al. 2012] and met criteria for an autism 
spectrum disorder, and parents of 14 children completed 
the Autism Diagnostic Interview-Revised [ADI-R; Rutter 
et al. 2003]. Two participants’ records for the ADOS-2 and 
four for the ADI-R are unavailable. Performance IQ sub-
tests from the Wechsler Abbreviated Scale of Intelligence 
(Wechsler 2011) were used to account for individual differ-
ences in some analyses reported below. All data were col-
lected according to the ethical guidelines laid out by the Yale 
University Institutional Review Board. Written consent was 
obtained from participants’ caregivers and written assent 
was obtained from the child participants.

Audiovisual Stimuli and Experimental Paradigm

Participants completed three short audiovisual (AV) experi-
ments designed to examine the neural basis of AV speech 
integration in our participants. The primary experiment of 
interest (the AV speech experiment) utilized the novel pho-
nemic restoration procedure introduced above and will be 
reported here.

To produce the stimuli for the AV speech experiment, 
the /ba/ and /a/ synthesized auditory stimuli were dubbed 

Table 1   Sociodemographics, nonverbal IQ and social functioning scores by group

a Test statistics have df = 48 because two TD participants did not have recorded ages or WASI scores
b ADOS-2 n = 16
c ADI-R n = 14

ASD TD Difference between groups

N 18 34
Sex 13 M (72%), 5 F (28%) 16 M (47%), 18 F (53%) χ2(1) = 3.08, p = .082
Age (years)a 7.6–14.9, M = 10.7, SD = 2.4 5.3–13.2, M = 9.7, SD = 2.1 t(48) =  − 1.41, p = .164
WASI PRI Compositea 58–132, M = 94.33, SD = 19.8 85–148, M = 105.16, SD = 13.6 t(48) = 2.28, p = .027*
ADOS-2 Comparison Scoreb 6–14, M = 9, SD = 2.1 N/A
ADI-Rc A 9–27, M = 20.5, SD = 4.86 N/A
ADI-Rc B Verbal 7–24, M = 16.93, SD = 5.80 N/A
ADI-Rc C 2–11, M = 6.00, SD = 2.64 N/A
ADI-Rc D 1–5, M = 3.45, SD = 1.63 N/A

1  We call this a mismatch-like or mismatch response (MMR) because 
it is elicited here in response to two different tokens in an equiprob-
able rather than an oddball presentation, and thus should not be con-
fused with a mismatch negativity (MMN) response.
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onto video of the speaker producing /ba/, with the acoustic 
onsets synchronized with the visible articulation time locked 
to a single video frame. The stimuli for the AV speech were 
created by videotaping and recording an adult male speaker 
of English producing the syllable /ba/. Using Praat, we 
extracted acoustic parameters for the token, including for-
mant trajectories, amplitude contour, voicing and pitch con-
tour (Boersma 2001). Critically, the token had rising formant 
transitions for F1, F2, and to a lesser extent F3, characteristic 
of /ba/. To create our /ba/ stimulus, we synthesized a new 
token of /ba/ based on these values. To create our /a/ stimu-
lus we then modified the synthesis parameters by changing 
the onset values for F1 and F2 to reduce the extent of the 
transitions and lengthened the transition durations for F1, F2 
and F3, and then synthesized a new stimulus. Video dura-
tion was 1567 ms, with speech onset at 829 ms and offset at 
1225 ms for both syllables. Stimuli are publicly available at 
https​://doi.org/10.17605​/OSF.IO/EHVG8​.

Instructions and a practice trial were presented prior to 
the start of the EEG session. The AV experiment contained 
200 fully randomized presentations of equiprobable /ba/ and 
/a/ tokens (100 trials each). On each trial, the video was 
presented and followed by a 600 ms ITI. Total EEG session 
time (including two other experiments not reported here) 
was approximately 45 min, depending on the amount of EEG 
net rehydration between experiments.

EEG Data Collection

EEG data was collected with a Philips Neuro (formerly 
Electrical Geodesics Inc) EEG System using 128 Ag/AgCl 
electrodes embedded in soft sponges woven into a geodesic 
array. The EEG sensor nets were soaked for up to ten minutes 
prior to use in a warm potassium chloride solution. Imped-
ance for all electrodes was kept below 40 kΩ throughout 
the experimental run (impedances were re-checked between 
experiments— approximately every 15 min). Online record-
ings at each electrode used the vertex electrode as the refer-
ence and were later referenced to the average reference. EEG 
was continuously recorded using Net Station 4.5 on a Mac 
Pro. Stimuli were presented using E-Prime version 2.0.8.90 
(Psychology Software Tools, Inc., Sharpsburg, PA, USA) on 
a Dell computer running Windows XP. Audio stimuli were 
presented from an audio speaker centered 85 cm above the 
participant at 65 decibels. Visual stimuli were presented on a 
Dell 17-inch flat panel monitors 60 cm from the participant.

ERP Data Preprocessing

EEG preprocessing was performed using EEGLAB v2019.1 
(Delorme and Makeig 2004) and ERPLAB v7.0 (Lopez-
Calderon and Luck 2014). To maximize the amount of data 
in analyses, two preprocessing stages (notch filtering and 

ICA-based removal of ocular movements) were included for 
individual participants only when necessary and when they 
increased the number of usable trials; all other stages were 
applied to data from all participants. (Potential differences 
between groups in data preprocessing are considered below 
and accounted for via statistical analyses.)

For participants with excessive line noise, notch filters 
were applied at every multiple of 60 Hz up to the Nyquist 
frequency of the data (60, 120, 180, 240 Hz; order = 180). 
For all participants, the PREP pipeline (Bigdely-Shamlo 
et al. 2015) was used to remove line noise and to identify 
and replace bad EEG channels via spherical spline inter-
polation. Independent Components Analysis (ICA; Makeig 
et al. 1996) and the ICLabel algorithm (Pion-Tonachini et al. 
2019) were used to identify ocular movements in the EEG 
data (blinks and lateral eye movements). Data were subse-
quently band-pass filtered from 0.3 to 30 Hz (Butterworth 
filter, 12 dB/oct roll-off) and re-referenced to the average 
of all channels. The EEG data were segmented into epochs 
time-locked to the onset of speech, including 100 ms before 
and 800 ms after speech onset, and baseline-corrected to the 
pre-stimulus window. Horizontal eye movements (HEOG) 
were measured as the difference between channels 125 and 
128, which are located to the right and left of the eyes; and 
vertical eye movements (VEOG) were measured as four dif-
ferences between pairs of channels above and below the eyes 
(8 and 126; 14 and 126; 21 and 127; 25 and 127). An epoch 
was rejected for containing a lateral eye movement if HEOG 
exceeded |μV|≥ 55, and rejected for containing a blink if 
VEOG exceeded |μV|≥ 150, within sliding 80-ms windows. 
For participants with reasonable ICA decompositions for 
whom IC removal improved data retention, these artifact 
rejection criteria were applied to the window [− 100 100] 
ms, then ocular movements were removed, and then the cri-
teria were applied to the entire window. (As the visual stimu-
lus during speech onset affected the perceived sound, this 
ensured that trials were always rejected if participants made 
eye movements during the critical window.) For participants 
for whom IC component removal did not improve data reten-
tion, these artifact rejection criteria were applied once to 
the entire window (and components were not removed). 
Finally, for all participants, each EEG channel was marked 
as bad—and interpolated from nearby channels—in every 
epoch in which it varied by more than 200 μV (max–min). 
Channels that were marked as bad in at least 33% of epochs 
were marked bad (and interpolated) in all epochs. Epochs 
that contained at least 20 bad channels were discarded from 
analysis.

Data from each participant were preprocessed in four 
ways: both with and without notch filtering, and both with 
and without removal of ocular movements (these options 
were crossed). Optional preprocessing stages were applied 
only when they improved the data quality and the number of 

https://doi.org/10.17605/OSF.IO/EHVG8
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usable trials. After selecting the best preprocessing pipeline 
for each participant, participants with fewer than 20 usable 
trials in any condition, and participants with more than 
20% of channels interpolated, were excluded from analysis 
(ASD: n = 1; TD: n = 2). Information about how often pre-
processing stages were applied, how many channels were 
interpolated, and how many usable trials remained in each 
condition are shown in Table 2 separately for each group. 
A 2 × 2 repeated measures ANOVA with group and speech 
stimulus as within-subject factors revealed that the num-
ber of usable trials (the dependent variable) did not differ 
between groups or speech stimuli (with no interaction), all 
F < 0.20, all p > 0.65.

ERP Data Analysis

Data were analyzed using the LIMO EEG toolbox (v2.0; 
Pernet et al. 2011), which implements a two-step method 
of cluster-based permutation testing (Maris and Oostenveld 
2007) that permits multiple comparisons across channels 
and latencies while keeping the family wise error rate in 
check. In the first step, single-trial data from each participant 
was used to calculate the effect of speech stimulus (/ba/ vs. 
/a/) at all EEG channels and all latencies between 200 and 
375 ms, a time window identical to one that we used in a 
previous AV ERP speech study to measure audiovisual mis-
match effects (Irwin et al. 2018). Second, the resulting beta 
coefficients for the effect of speech stimulus, and a between-
subjects variable indicating group status (ASD vs. TD), were 
submitted to cluster-based permutation testing. This test uses 
a bootstrap procedure, randomly sampling participants with 
replacement 1000 times, to determine the null distribution 
of the spatiotemporal clustering statistics (the strength of 
an effect across adjacent channels and/or samples) for the 
interaction between group (for randomly determined groups) 
and speech stimulus (using participants’ actual data). This 
null distribution is then used to determine the statistical sig-
nificance of the observed clustering statistics. A significant 
result would indicate that the relationship between group 
and speech stimulus is significant, but the resulting cluster(s) 
would be descriptive in nature, as the test does not indicate 
that the relationship is significant at specific time points and/

or channels (Maris and Oostenveld 2007; Sassenhagen and 
Draschkow 2019).

Results

Main Analysis

The cluster-based permutation test revealed a significant 
interaction between group status (ASD vs. TD) and the effect 
of speech stimulus (/ba/ vs. /a/), p = .043. Within the latency 
range analyzed (200–375 ms), this relationship was strongest 
from 242 to 375 ms over a cluster of left temporal channels, 
where /a/ minus /ba/ was more positive for participants with 
ASD. This channel cluster is shown in Fig. 1, where the 14 
channels that contributed to the cluster for at least 25 ms 
within the time window are highlighted. For each group and 
speech stimulus, scalp maps are shown in Fig. 2 and mean 
waveforms for the cluster are shown in Fig. 3 (plotted using 
the ggplot2 software package; Wickham 2016).

To determine whether (as predicted) this interaction 
was driven by participants with ASD showing larger 
effects of the speech stimulus than TD participants, sin-
gle-trial means (average μV between 242 and 375 ms) 
for each cluster (as shown in Fig.  1) were output for 
analysis in R (v. 3.6.1; R Core Team 2019) using lin-
ear mixed-effects modeling (lme4 v. 1.1–21; Bates 
et al. 2015b; see also Baayen et al. 2008), and denom-
inator degrees of freedom were estimated via the Sat-
terthwaite approximation (lmerTest v. 3.1–0; Kuznet-
sova et al. 2017). The model contained fixed effects of 
group (TD = − 0.5, ASD =  + 0.5) and speech stimulus (/
ba/ = − 0.5, /a/ =  + 0.5), as well as their interaction. The 
random effects structure was initially maximal (a ran-
dom intercept for participants, a random slope for speech 
stimulus, and random correlations). As the random slope 
for speech stimulus accounted for no additional variance 
beyond the random intercept, it was removed to facili-
tate convergence (Bates et al. 2015a). A priori contrasts 
(emmeans v. 1.4; Lenth 2016) were conducted to examine 
the effect of speech stimulus separately for each group.

Given that the time window and channel cluster were 
selected for single-trial analysis based on the results of 

Table 2   Summary statistics for 
EEG preprocessing and data 
retention by group

ASD TD Difference between groups

Notch filter applied n = 11 (61%) n = 26 (76%) χ2(1) = 1.35, p = .245
Ocular movements removed n = 16 (89%) n = 29 (85%) χ2(1) = 0.13, p = .718
Channels interpolated M = 6.3, SD = 3.2 M = 8.9, SD = 5.4 t(50) = 1.85, p = .071
Usable /ba/ trials M = 79, SD = 15 M = 82, SD = 19 t(50) = 0.43, p = .670
Usable /a/ trials M = 79, SD = 15 M = 82, SD = 18 t(50) = 0.45, p = .653
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the cluster test, drawing new statistical inferences from 
the interaction between group and speech stimulus in the 
mixed-effects model would be a form of ‘double-dipping’. 
Accordingly, although we note that that interaction was 
significant, B = 1.03, SE = 0.37, t(8347) = 2.77, p = .006, 
this indicates only that the results of the cluster test can be 
fairly represented by the time window and channel cluster 
selected for analysis. More importantly, contrasts revealed 
that the effect of speech stimulus was significant for par-
ticipants with ASD, B = 0.75, SE = 0.30, t(8346) = 2.47, 
p = .013, but did not reach significance for TD participants, 
B = − 0.28, SE = 0.22, t(8348) =  − 1.30, p = .194. In other 
words, the interaction observed in the cluster-based per-
mutation test arose because participants with ASD showed 
statistically different ERPs to /ba/ vs. /a/ stimuli, but TD 
participants did not.

Analysis Controlling for Individual Differences

Due to differences between samples in demographic charac-
teristics, we ran a second analysis to control for additional 
participant-level variables. Specifically, we repeated the 
cluster-based permutation test described above with five 
additional between-subjects variables representing sex, age, 
composite WASI performance IQ score, whether or not the 
participant’s data was notch-filtered, and whether or not the 
participant’s data had ocular components removed. All five 
variables were entered into the regression model at the same 
time as the variable of interest (group). (Data from two TD 
participants were discarded for this analysis because their 
ages and WASI scores were not recorded.) After controlling 
for these other variables, the interaction between group and 
speech stimulus was marginally significant, p = .064.

Fig. 1   The electrode montage. Electrodes that contributed to a cluster (as determined by the cluster-based permutation test) for at least 25 ms 
between 200 ms and 375 ms post-stimulus are highlighted in blue
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Analysis with a Broader Time Window

To evaluate the extent to which our results were contin-
gent on our selection of time window (200–375 ms), we 
ran two additional analyses that were identical to those 
reported above except that they considered the entire 
post-stimulus window (0–800 ms). In a cluster-based 
permutation test, statistical significance is evaluated 
by comparing an observed cluster mass against a null 

distribution of cluster masses, and considering a longer 
time window means that the largest cluster observed 
by chance will be (on average) larger. This in turn can 
increase the observed cluster p-value, which means that a 
cluster that reaches the significance threshold at a shorter 
time window may fail to do so at a longer one. Consist-
ent with this possibility, the interaction between group 
and speech stimulus was not significant either when 
group status was the only between-subjects variable in 
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the analysis, p = .196, or when the other covariates were 
considered simultaneously, p = .242.

Analysis of Time Course Effects

Finally, we considered whether the size of the effect changed 
over the course of the task (e.g., due to participants’ atten-
tion flagging over time) by examining interactions between 
trial number and the effect of interest. Of note, trial retention 
did not vary much between the first and second halves of the 
experiment, as both groups had an average of between 39 
and 43 usable trials (out of 50 total trials) in every combi-
nation of speech stimulus and experiment half (trials 1–100 
vs. trials 101–200). Single-trial analyses were conducted as 
described above, except with one additional predictor (trial 
number, centered) entered as a fixed effect and allowed to 
interact with all other fixed and random effects. The main 
effect of trial number and all of its interactions were not 
significant, all |t|< 1.29, all p > .20. Importantly, the inter-
actions between group and speech stimulus remained sig-
nificant, t(8323) = 2.78, p = .005, and the effect of speech 
stimulus remained significant for participants with ASD, 
t(8319) = 2.46, p = .014, but not for TD participants, 
t(8330) =  − 1.35, p = .177. Thus, there is no evidence that 
the interaction between group and the effect of speech stimu-
lus is attributable to changes in attention over time.

Discussion

Children with autism spectrum disorder have been reported 
to be less influenced by visible speech even when control-
ling for gaze to the face of a speaker. However, the underly-
ing mechanisms associated with differences in audiovisual 
speech perception are still largely unknown. We employed 
a novel visual phonemic restoration task in a passive ERP 
paradigm to assess neural signatures of audiovisual process-
ing in typically developing children and in children with 
ASD. The two speech stimuli, an auditory consonant–vowel 
syllable /ba/ and a syllable /a/ in which the auditory cues 
for the consonant was substantially weakened, were paired 
with video of a speaker producing /ba/. In this paradigm, the 
video of the speaker producing /ba/ can visually restore per-
ception of the consonant when paired with the auditory /a/, 
leading to a perception of /ba/. If this phonemic restoration 
occurs, it should lead to an attenuated ERP discrimination 
response (or mismatch response, MMR), providing a meas-
ure of integration of the visual and auditory speech signals. 
Indeed, we found that TD children had an attenuated MMR 
response relative to children with ASD, suggesting reduced 
audiovisual integration in the latter group.

It is possible that previous reports of reduced AV 
integration in children with ASD are a function of the 

characteristics of the stimuli used. The current findings 
extend previous work by using a paradigm with no auditory 
noise or mismatched AV stimuli in order to measure AV 
integration in children with ASD without placing additional 
demands on higher-level executive systems. This approach 
was designed to provide a more sensitive test of visual influ-
ence on heard speech than has been used previously.

Our results are consistent with a number of theoretical 
approaches to perceptual processing in autism spectrum 
disorder. Reduced global processing, sometimes described 
as “weak central coherence” (Booth and Happé 2018; Frith 
and Happé 1994), suggests that integration of details into a 
meaningful whole is more difficult and requires sustained 
effort for individuals with ASD. Similarly, Markram and 
Markram (2010) characterized sensory perception in ASD 
as an intense focus on low-level stimuli, thought to impair 
integration. In combination with poorly modulated gaze to 
others’ faces, a focus on local details on the face when a 
speaker talks, much of which is not linguistically informa-
tive, could reduce exposure of children with ASD to critical 
visible articulatory information (Irwin and Brancazio 2014). 
Less visual influence on heard speech could also be a func-
tion of weak temporal binding (Stevenson et al. 2014) where 
the visual and auditory speech signals are not perceived as 
emanating from the same source. These accounts both may 
explain differences in children with ASD and suggest that 
visual speech may not be as informative to a child listener 
with ASD as to their TD peers. Developmentally, this could 
lead to cascading negative effects in social communication, 
already primary difficulties for children with ASD.

The current work must be viewed in light of several limi-
tations. First, as we did not have an auditory-only control 
condition for exploring the /ba/ vs. /a/ contrast, we cannot 
establish whether our participants with ASD had atypi-
cal patterns of speech perception in the auditory domain. 
(Note, for example, that Chen et al. 2019, reported differ-
ences in auditory processing of speech in young children 
with ASD using the auditory brain stem response.) Second, 
given poorly modulated gaze to the faces of others in chil-
dren with ASD, it is possible that a greater discrimination 
response may be a function of reduced gaze to the speaker’s 
face (Irwin and Brancazio 2014), which was not measured in 
the current study. Further, Dunn et al. (2008) used auditory 
tones to elicit mismatch negativities (MMN) in children with 
ASD and reported a typical MMN response when children 
attended to the stimuli. This suggests that future work should 
include an active task, to explore whether attention may 
lead to increased integration in perception of AV speech. 
Third, we note that the interaction between group and condi-
tion was only significant in the analysis on our preselected 
epoch, indicating that the effects are sensitive to our choice 
of time window. As this may simply be an issue of power, 
we are currently exploring this effect with a larger sample 
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of children. Finally, as we tested only one phonemic contrast 
here, future studies should replicate these findings with addi-
tional contrasts and with longer utterances, such as words.

Conclusion

These findings provide preliminary evidence of impaired 
integration of auditory with visual speech signals in ASD 
in a passive AV speech processing paradigm. Children 
with ASD—but not TD children—discriminated between 
/ba/ and /a/ auditory tokens in the presence of video of the 
speaker producing /ba/ in this passive condition, indicating 
reduced influence of visual speech in children with ASD. In 
this passive condition, children with ASD were less visually 
influenced than their TD peers. Our findings are consist-
ent with previous work that has reported differences in AV 
integration and visual influence in individuals with ASD 
(e.g., Iarocci et al. 2010; Irwin et al. 2011; Smith and Ben-
netto 2007). Reduced visual influence on heard speech puts 
children with ASD at increased risk for communication and 
language deficits, which could lead to cascading negative 
effects on social communication (Stevenson et al. 2018). 
Given the ubiquity and utility of visual articulation in day-
to-day communication and its role in language acquisition, 
a deeper understanding of the contribution of the factors 
that underlie AV speech processing differences in ASD may 
also be informative for the development of interventions that 
focus on speech.
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