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A B S T R A C T

There is accumulating evidence that articulatory/motor knowledge plays a role in phonetic processing, such as
the recent finding that orofacial somatosensory inputs may influence phoneme categorization. We here show
that somatosensory inputs also contribute at a higher level of the speech perception chain, that is, in the context
of word segmentation and lexical decision. We carried out an auditory identification test using a set of French
phrases consisting of a definite article “la” followed by a noun, which may be segmented differently according to
the placement of accents within the phrase. Somatosensory stimulation was applied to the facial skin at various
positions within the acoustic utterances corresponding to these phrases, which had been recorded with neutral
accent, that is, with all syllables given similar emphasis. We found that lexical decisions reflecting word seg-
mentation were significantly and systematically biased depending on the timing of somatosensory stimulation.
This bias was not induced when somatosensory stimulation was applied to the skin other than on the face. These
results provide evidence that the orofacial somatosensory system contributes to lexical perception in situations
that would be disambiguated by different articulatory movements, and suggests that articulatory/motor
knowledge might be involved in speech segmentation.

1. Introduction

1.1. Perceptuo-motor relationships and the role of somatosensory
information in phonetic decoding

A long-standing question about speech perception concerns the
potential role of articulatory knowledge in the phonetic decoding pro-
cess. Coarticulatory phenomena classically modify the acoustic content
of a given phonemic unit, which led to the development of the Motor
Theory of Speech Perception, arguing that speech decoding is based on
the recovery of the motor cause of speech stimuli, and that articulatory/
motor representations provide the basis of speech communication
(Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967; Liberman
& Mattingly, 1985). Listening to speech sounds activates cortical areas
related to speech production in the motor and premotor cortex (e.g.
Fadiga, Craighero, Buccino, & Rizzolatti, 2002; Grabski et al., 2013;
Pulvermüller et al., 2006; Tremblay & Small, 2011; Watkins, Strafella,
& Paus, 2003; Wilson, Saygin, Sereno, & Iacoboni, 2004). A number of
behavioral studies show that articulatory movements preceding or ac-
companying the presentation of auditory stimuli modify speech per-
ception, by e.g. motor stimulation (Sato et al., 2011) or articulatory
suppression (Stokes, Venezia, & Hickok, 2019). Articulatory training by

imitation appears to improve the auditory comprehension of an un-
familiar accent (Adank, Hagoort, & Bekkering, 2010) or a dysarthric
speaker (Borrie & Schäfer, 2015) and training articulation with altered
auditory feedback changes further perception of speech sounds
(Lametti, Rochet-Capellan, Neufeld, Shiller, & Ostry, 2014; Shiller,
Sato, Gracco, & Baum, 2009). Importantly however, the effects of ar-
ticulation on perception are generally small and mostly obtained in
configurations for which auditory decoding is made difficult because of
noise, natural or induced degradation or stimulus ambiguity (see e.g.
D'Ausilio, Jarmolowska, Busan, Bufalari, & Craighero, 2011; Stokes
et al., 2019).

Somatosensory information associated to speech articulation is
likely to play an important role in this process. The orofacial somato-
sensory system differs from the limb system and other body parts in
terms of proprioceptive function since muscle proprioceptors, which
play a predominant role in proprioception, have not been found in the
orofacial muscles besides the jaw closing muscles (Stål, Eriksson,
Eriksson, & Thornell, 1990). Given that the facial skin is deformed in
orofacial movements including speaking (Connor & Abbs, 1998), cu-
taneous mechanoreceptors in the facial skin can play a role as alter-
native sources of proprioceptive information. Previous neural recording
observations confirmed that cutaneous mechanoreceptors lateral to the

https://doi.org/10.1016/j.cognition.2019.104163
Received 14 May 2019; Received in revised form 28 November 2019; Accepted 16 December 2019

⁎ Corresponding author at: Univ. Grenoble Alpes, CNRS, Grenoble INP, GIPSA-lab, 11 rue des Mathématiques, Grenoble Campus, BP46, F-38402 Saint Martin
d'Heres Cedex, France.

E-mail address: rintaro.ogane@gipsa-lab.grenoble-inp.fr (R. Ogane).

Cognition 197 (2020) 104163

0010-0277/ © 2019 Elsevier B.V. All rights reserved.

T

1974

http://www.sciencedirect.com/science/journal/00100277
https://www.elsevier.com/locate/cognit
https://doi.org/10.1016/j.cognition.2019.104163
https://doi.org/10.1016/j.cognition.2019.104163
mailto:rintaro.ogane@gipsa-lab.grenoble-inp.fr
https://doi.org/10.1016/j.cognition.2019.104163
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cognition.2019.104163&domain=pdf


oral angle are activated in jaw motion (Johansson, Trulsson, Olsson, &
Abbs, 1988; Nordin & Hagbarth, 1989). This idea has also been de-
monstrated in somatosensory perturbation studies applying facial skin
deformation externally. Ito and Gomi (2007) showed that downward
skin stretches laterally to the oral angle induced compensatory reflex
response in the upper lip related to jaw downward movements.
Stretching the skin backwards also induced adaptive movement change
in the upper lip for utterances requiring lip protrusion (Ito & Ostry,
2010). Accordingly, stretching the facial skin in a specific direction can
provide somatosensory information related to lip and jaw articulatory
motion, and can be used as an effective tool to investigate the orofacial
somatosensory function in the processing of speech sounds.

Indeed, the role of somatosensory inputs arising from the facial skin
in speech perception has been displayed by Ito, Tiede, and Ostry
(2009). These authors reported that when the facial skin was pulled in
the upward direction, an auditory stimulus ambiguous between /head/
and /had/ was identified as /head/ rather than /had/. Their inter-
pretation was that articulatory motion for /head/ and /had/ involves
vertical movements of the jaw and tongue, allowing modulations of the
perception of speech sounds in this region by applying adequate so-
matosensory input. This kind of studies suggests a potential role of the
somatosensory system in speech perception, in relation with theoretical
proposals associating auditory processes and articulatory inferences in
multisensory theories of speech perception (Schwartz, Basirat, Ménard,
& Sato, 2012; Skipper, Van Wassenhove, Nusbaum, & Small, 2007).

1.2. Assessing the role of the somatosensory system in lexical access for
speech perception

Coarticulatory processes not only make the acoustic content of a
phonemic unit context-dependent, but may also intervene to blur or
enhance the segmentation process, crucial for lexical access (Spinelli,
Grimault, Meunier, & Welby, 2010; Spinelli, Welby, & Schaegis, 2007).
Since coarticulatory processes are based on articulatory mechanisms
related to anticipation and perseveration in gestural dynamics, it is
likely that the structure of articulatory motion plays a role in the seg-
mentation as well as the decoding process. Considering the role of the
somatosensory system in phonetic decoding, the question that we asked
in this study is whether it could also intervene at the level of word
segmentation for lexical access. This would provide a hint that per-
ceptuo-motor relationships are more pervasive in speech perception
than currently envisioned, and that they actually structure the proces-
sing chain enabling to relate the incoming speech signals with the
lexicon in the human brain.

For this aim, we capitalized on the paradigm by Spinelli et al.
(2010) on the role of prosodic cues for disambiguation of ambiguous
acoustic structures in French. The study tested French phrases con-
sisting of a definite article “la” followed by a noun, which are pro-
nounced in the same way because of “elision” phenomena, e.g. “l'at-
tache”, /l#ataʃ/ [“the string” in English] vs. “la tache”, /la#taʃ/ [“the
stain” in English], “#” indicating the word boundary. The authors
found that acoustic prosodic cues (e.g. local F0 increase) enabled to
switch the percept from one structure to the other, and suggested that
the phrases can be disambiguated and segmented differently according
to the placement of the accents in the utterance, in line with articu-
latory strategies displayed in the production of this kind of material
(Spinelli et al., 2007).

Since putting an accent in a phrase or changing the acoustic pro-
sodic cues can be achieved by hyper-articulation (Fougeron, 2001;
Spinelli et al., 2007), the cues for word segmentation may be obtained
not only from acoustical information, but also from articulatory in-
formation provided by other sensory modalities. It has been known for
a long time that the visual modality contributes to speech perception,
not only for phonetic decoding (e.g. for speech in noise, Erber, 1969;
Sumby & Pollack, 1954; or with incongruent auditory and visual inputs,
McGurk & MacDonald, 1976) but also in prosodic processing (Dohen,

Lœvenbruck, Cathiard, & Schwartz, 2004), lexical access (Fort et al.,
2013) and word segmentation (Mitchel & Weiss, 2014; Sell & Kaschak,
2009). A recent study (Strauß, Savariaux, Kandel, & Schwartz, 2015),
using the same type of material as Spinelli et al. (2010), confirmed that
accentuated visual lip movements at a given position in the phonetic
input may attract the perceptual placement of word segmentation,
suggesting that visual lip information can play a role similar to acoustic
prosody. Given that facial skin deformation has already been shown to
provide articulatory information able to modify the phonetic decoding
process, it might also contribute to modify the segmentation process
before lexical access in the processing of a continuous speech stream.

The present study aims at exploring whether somatosensory inputs
associated with facial skin deformation could also intervene in the
segmentation process and hence modify lexical decision in French. To
test this hypothesis, we carried out an auditory identification test of
word segmentation similar to the one by Spinelli et al. (2010) and
Strauß et al. (2015), using a specific lexical material in French char-
acteristic of the elision phenomenon introduced previously. We ex-
amined how perceptual performance in an auditory identification test
was modulated depending on when somatosensory inputs were applied
during listening at the target auditory phrases. We speculated that a
somatosensory stimulation pulling the facial skin upwards (as in Ito
et al., 2009) at a given instant would lead participants to infer the
presence of an accent around the corresponding position in time, and
that this would modify the result of the segmentation process. We
further speculated that a somatosensory stimulation applied elsewhere
on the body (here, on the forearm) would be less or not effective. Fi-
nally, since multisensory interaction requires adequate matching of the
various sources of information between the involved modalities, we
reasoned that the vertical facial skin deformation would be more ef-
fective for utterances containing vowels realized with vertical articu-
latory movements of the jaw and tongue (e.g. /a/) than horizontal
tongue or lip movements (e.g. /i/ or /o/).

2. Methods

2.1. Participants

Forty native French speakers (mean age= 27.10 years,
SD =6.56 years, 11 males, 29 females) participated in the experiment.
They had no record of neurophysiological issues with hearing or or-
ofacial sensation. The protocol of this experiment was approved by the
Comité d'Ethique pour la Recherche, Grenoble Alpes (CERGA: Avis-
2018-12-11-4). All participants signed the corresponding consent form.

2.2. Acoustic material

The acoustic material was directly inspired from Spinelli et al.
(2010). It consisted in sequences of a definite article “la” and a noun in
French. Because of elision, such sequences can be segmented in two
possible phrases with different nouns though with the same phonemic
sequence, e.g. “l'attache” vs. “la tache”. One of the possible nouns be-
gins with a vowel (V-onset word, e.g. “attache”) and the other one with
a consonant (C-onset word, e.g. “tache”). Each pair of possible phrases
can be disambiguated by manipulating prosodic cues, by e.g. hyper-
articulating the first or second vowel in the article+noun sequence
(Spinelli et al., 2007). Each article+noun sequence was preceded by a
carrier phrase “C'est” [“This is” in English] to produce a complete
French sentence.

We tested seventeen pairs of French words (Table 1). The auditory
stimuli spoken by a native French male speaker were digitally recorded
at a sampling frequency of 44.1 kHz. In order to minimize auditory cues
likely to disambiguate the utterances, hence increasing the natural
ambiguity between the two possible percepts, e.g. “l'attache” or “la
tache”, the speaker was instructed to produce the material in a neutral
way, without trying to induce a preference for one or the other
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segmentation. A previous study using exactly the same acoustic mate-
rial (Strauß et al., 2015) demonstrated that it was indeed neutral en-
ough for a word segmentation task because obtained percentages of
judgement probability that the participant identified the sound as C-
onset word (e.g. “la tache”) were slightly above chance rate.

Among these seventeen stimuli, 5 involved /a/ as the first vowel in
the target noun, with a pure vertical tongue-jaw opening gesture, while
the first vowel for the 12 other pairs of nouns was a vowel within /ɛ ɛ̃ i ə
ɑ̃ ɔ œ/ involving mainly a horizontal front-back gesture of the tongue
and a horizontal round-spread gesture of the lips (as indicated in the
last column in Table 1).

In the test, the auditory stimuli were presented through headphones
(AKG K242), one at a trial. The stimulus sound intensity was adjusted to
a fixed comfortable level for each participant.

2.3. Somatosensory stimulation

Somatosensory stimulation was applied by using a small robotic
device (PHANToM Premium 1.0, SenSable Technologies). Small plastic
tabs (2×3 cm in each tab), connected to the robot through thin string,
were attached to the skin at a given location (see later), using double
sided tape. A given stimulation consisted in a sinusoidal pulse provided
by a half-wave sinusoidal movement at 6 Hz (167ms duration). This
duration was selected as compatible with a typical vowel duration in
the acoustic corpus. It was expected that this pattern of somatosensory
stimulation would evoke the somatosensory input associated with the
production of a given vowel in the sequence. The pulse was applied at a
given position in time in the sequence, with eight possible onset timings
(P1–P8). Fig. 1 represents the temporal relationships between the so-
matosensory and auditory stimulations. As a reference for timing in all
phrases, we first set the onset of stimulation P5 at the envelope peak of
the first vowel in the article+noun phrase (e.g. first /a/ in “attache”).
Envelope was computed by the root mean square of the amplitude of
the acoustic signal. Onsets of the other stimulations were set by 100ms
intervals between two consecutive positions (see Fig. 1). Note that no
audible sound was produced in the force generation by the robot.

2.4. Experimental procedure

Participants were presented with various combinations of acoustic
and somatosensory stimuli, detailed here under. Their task was to de-
cide whether the corresponding acoustic stimulus corresponded to ei-
ther a V-onset word (e.g. “l'attache”) or a C-onset word (e.g. “la tache”),
by pressing on the corresponding key on a keyboard as quickly as

possible. The experiment comprised 17 acoustical sentences, each one
associated to 9 somatosensory conditions: 8 conditions with a soma-
tosensory stimulation at one of the 8 possible timings (P1–P8) and one
pure audio condition with no somatosensory stimulation (P0). All
possible pairs of auditory-somatosensory stimulations (153 pairs= 17
acoustic phrases× 9 somatosensory conditions) were presented in one
block in a pseudo random order, with two restrictions. Firstly, the
acoustic phrase systematically differed from one trial to the next.
Secondly, every nine trials, the whole set of nine somatosensory con-
ditions was tested. The block was presented four times with a short
break between blocks. In total, 612 trials were recorded per participant.

Participants were randomly assigned between two groups (20 par-
ticipants per group) corresponding to two sites for somatosensory sti-
mulation. For the first group, stimulation was applied on both sides of
the participant's mouth, in the upward direction (Face condition). This
condition, which is the major focus of the present study, corresponds
exactly to what was used in our previous studies (Ito et al., 2009; Ito &
Gomi, 2007). For the second group, stimulation was applied on the skin
on the left forearm, horizontally towards the hand (Forearm condition).
This provided the control site for the experiment. This site was selected
for its property that the skin on this part of the body has a sensitivity
similar to the orofacial skin in a force judgement task (Ito & Ostry,
2012). The left forearm was selected rather than the right forearm to
minimize the possible interactions between hand and mouth re-
presentations, known to be strong in the left frontal cortex (see recent
reviews in Aboitiz, 2018; Króliczak, Gonzalez, & Carey, 2019) while
keeping a good capacity to display temporal information, known to be
optimal in the syllable and word range in the right auditory cortex
(Giraud & Poeppel, 2012; Poeppel, 2003).

2.5. Hypotheses and data analysis

The working hypothesis of this study is that a pure audio pre-
sentation (condition P0) would provide rather ambiguous decisions
(around 50% of each response in a pair). On that basis, the first tested
assumption is that in the facial skin condition, the temporal position of
the stimulation would modulate the perceptual decision, towards a
preference for the V-onset word (e.g. “l'attache”) for a stimulation

Table 1
Corpus of French target phrases.

No. V-onset word C-onset word Pronunciation Articulatory direction for
the first vowel in the C-
onset word (in bold face).

1 l'alarme la larme /lalaʀm/ Vertical
2 l'avarice la varice /lavaʀis/
3 l'attraction la traction /latʀaksjɔ/̃
4 l'amarre la mare /lamaʀ/
5 l'attache la tache /lataʃ/
6 l'aversion la version /lavɛʀsjɔ/̃ Horizontal
7 l'atteinte la teinte /latɛt̃/
8 l'amie la mie /lami/
9 l'affiche la fiche /lafiʃ/
10 l'haleine la laine /lalɛn/
11 l'attention la tension /latɑ̃sjɔ/̃
12 l'avenue la venue /lav(ə)ny/
13 l'attente la tente /latɑ̃t/
14 l'amante la mante /lamɑ̃t/
15 l'annotation la notation /lanɔtasjɔ/̃
16 l'allocation la location /lalɔkasjɔ/̃
17 l'apesanteur la pesanteur /lapœzɑ̃tœʀ/

Audio stimulus

Skin stretch stimulation

P1 P2 P3 P4 P6 P7 P8P5

1 N

Root mean square

Time (s)
-0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4

      s     ɛ   l  a           t   a       ʃ       

Fig. 1. Temporal relationship between the audio stimulus and skin stretch sti-
mulation. (Top) Acoustic signal and its root mean square (RMS) envelope for
one example in the acoustic corpus, “C'est l'attache” or “C'est la tache”
(/sɛlataʃ/). (Bottom) Temporal pattern of the skin stretch stimulation with eight
possible stimulus onset timings (P1–P8). Stimulation “P5”, which was used as a
basis to set the onsets of all stimulations, is in thick line, and skin stretch sti-
mulations at other timings are in thin grey line. The vertical dotted line is
synchronous with the RMS acoustic peak of the first vowel in the V-onset word.
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around the first vowel and rather in the other direction (towards the C-
onset word, e.g. “la tache”) for later somatosensory stimulations. The
second tested hypothesis was that the effect would be weaker or absent
in the Forearm condition. If audio-somatosensory integration were
based on inferences related to speech production, only a facial skin
stretch condition could be relevant, with no effect at all on the forearm.
As an alternative, it could also be assumed that audio-somatosensory
interactions in this paradigm would be based on pure temporal in-
formation independent on the sensory channel providing this in-
formation. In this case, the Forearm condition could also lead to var-
iations of the perceptual decision with the temporal position of the
somatosensory stimulation, though possibly with less efficiency than
the Face condition.

To assess these assumptions, the judgement probability that the
participant identified the presented word as C-onset word (e.g. “la
tache”) was calculated for each phrase, each stimulation condition
(with 4 repetitions per case) for each participant in each of the two
groups. Then, a first global statistical analysis was carried out by ap-
plying a Linear Mixed-Effects Model with the R software (version 3.5.3)
(R Core Team, 2019), with a fixed between-subject factor stimulation
Site (Face vs. Forearm) and a fixed within-subject factor somatosensory
stimulation Onset (P0-P8), with participants as a random factor. We
used the lme function from the nlme package (Pinheiro, Bates, DebRoy,
Sarkar, & R Core Team, 2019) for global analysis with the following
formula: Probability ~ Site * Onset, random=~1|Participant. In this
analysis, we specifically focused on an interaction (Site × Onset) effect
which was tested by comparing between models with and without the
interaction term. Post-hoc tests were carried out using multiple com-
parisons with Bonferroni correction. We used the glht function from the
multcomp package (Hothorn, Bretz, & Westfall, 2008) to compare all
possible combinations separately in each Site.

In a follow-up analysis, we further examined how the articulatory
characteristics involved in the specific configuration associated with
each phrase affected the effect of the somatosensory stimulation on
word segmentation. Based on our findings that the somatosensory effect
was limited to the Face condition (see Section 3.1), we applied this
analysis to this condition alone. In the test stimuli, the first vowel was
always “a”, but the following vowel was varied (see Table 1). We di-
vided the stimulus words into two groups according to articulatory
characteristics in the following vowels. In the first group (“Vertical”),
we considered the words in which the second vowel was a low open /a/
involving only a vertical opening movement compatible with the di-
rection of the somatosensory stimulation. In the second group (“Hor-
izontal”), we considered all the other words which actually involve two
possible horizontal movements respectively outwards in spreading
gestures (e.g. /i/ in “affiche” or /ɛ/ in “aversion”) or inwards in
rounding (e.g. /œ/ in “l'apesanteur” or /ɔ/ in “l'allocation”). We as-
sumed that there should be lesser variations of lexical decision with
somatosensory stimulation timing in the second group, since the di-
rection of the stimulation is not compatible with the direction of the
corresponding speech articulation for producing the second vowel. To
test this last assumption, a Linear Mixed-Effects Model was applied in
the Face condition with fixed within-subject factors Group (Vertical vs.
Horizontal) and stimulation Onset (P0-P8), with participants as a
random factor. We applied the following formula: Probability ~ Group
* Onset, random=~1|Participant.

3. Results

3.1. Face vs. forearm

Fig. 2 presents the average judgement probability in the word
identification task across somatosensory conditions. In the Face con-
dition, the judgement probability appears to vary with the timing of the
somatosensory stimulation (Fig. 2A). When the somatosensory stimu-
lation leads the first vowel (=P3), the judgement probability reaches

the smallest value overall. When the somatosensory stimulation is close
to the second vowel (=P6), the judgement probability is larger. In the
Forearm condition, the average judgement probability does not appear
to depend much on timing, staying around chance (50%) for all timing
conditions of the somatosensory stimulation (Fig. 2B).

The Linear Mixed-Effects Model analysis provides no significant
effect of stimulation Site (χ2 (1)= 1.42, p > 0.2329), but a significant
effect of stimulation Onset (χ2 (8)= 26.00, p < 0.0011) and, most
importantly, a significant interaction between Site and Onset (χ2

(8)= 18.04, p < 0.0210), indicating that the timing of the somato-
sensory stimulation affected differently the participants' responses de-
pending on the stimulation site. Post-hoc tests confirm that there is a
significant effect of the somatosensory stimulation onset in the Face
condition, with significant differences between P0 and P3 (p < 0.001),
P3 and P6 (p < 0.003), P3 and P7 (p < 0.002), P3 and P8
(p < 0.001) and P2 and P3 (p < 0.026). On the other hand, there is no
significant difference between any onset value in the Forearm condition
(all p values > 0.9). This suggests that somatosensory inputs affected
lexical decision in the Face condition, and particularly when the skin
stretch stimulation was applied around P3, but not in the Forearm
condition. Detailed tables for this statistical analysis are provided as
Supplementary data.

3.2. Vertical vs. Horizontal word groups

Fig. 3 presents the variations of lexical judgement with somato-
sensory stimulation onset in the Face condition, separately for the
Vertical (Fig. 3A) and the Horizontal (Fig. 3B) word groups (see
Table 1). The pattern of responses appears more regular with larger
variations with stimulation onset in the Vertical group, with a gradual
decrease of the amount of judgement probability around P3–P4, fol-
lowed by a gradual increase up to a value larger than for P0, around P7.
The values for the Horizontal group are more irregular, with a strong
decrease of judgement probability for P3 and to a lesser degree P1, but
basically no variation for other stimulation onset values.

The Linear Mixed-Effects Model analysis provides a significant main
effect of stimulation Onset (χ2 (8)= 32.56, p < 0.0001) as already
mentioned in the global analysis, together with a significant effect of
Group (χ2 (1)= 18.12, p < 0.0001). The interaction between Onset
and Group is close to significant (χ2 (8)= 15.26, p =0.0542).
Altogether, hence, the pattern of responses to the somatosensory sti-
mulation differs between groups, with probably a larger range of var-
iations of the lexical response with stimulation onset in the Vertical
word group. Detailed tables for this statistical analysis are also available
as Supplementary data.

4. Discussion

The results in Section 3 provide clear evidence relative to the hy-
potheses introduced in Sections 1.2 and 2.5. Firstly, there was indeed an
effect of the timing of the somatosensory stimulation on lexical decision
when the stimulation was applied on the face, though not on the
forearm. Furthermore, the effect appeared to be significantly different
depending on the articulatory nature of the vowel in the tested word
(Vertical vs. Horizontal). We will first propose a global interpretation of
these data related to the role of articulatory information in perception.
Then we will discuss what could be the consequences of these experi-
mental data for a global theory of speech perception. We will finally
raise some limitations and perspectives for further studies.

4.1. Modulation of auditory word segmentation by articulatory-compatible
somatosensory stimulation

The main finding of the present study is that somatosensory inputs
associated with facial skin deformation modulate the perception of
lexical information in French. The effect was mainly induced in relation
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with the timing of the somatosensory stimulation relative to vowel
targets in the acoustic input. Globally, the pattern of somatosensory
effects appears closely related to the nature of the underlying articu-
latory movements associated with the production of the corresponding
acoustic sequences. This was shown by three important aspects of the
somatosensory modulation of auditory word segmentation as follows.

4.1.1. An audio-somatosensory timing compatible with the dynamics of
speech gestures

The data in Fig. 2 and Section 3.1 show that the timing of the facial
somatosensory stimulation relative to the stimulus sound does play a
role in the segmentation process for lexical perception. The word ca-
tegory can be taken as a proxy of the segmentation process. Let us as-
sume that the decision for V-onset words (e.g. “l'attache” /l#ataʃ/)
entails that a major prosodic accent has been perceived by the parti-
cipants at the position of the first vowel /a/, while the decision for C-
onset word (e.g. “la tache” /la#taʃ/) entails that a major prosodic ac-
cent has been rather perceived at the position of the second vowel. Then

the underlying interpretation of the data in the Face condition is that
the vertical movement of the face induced by the facial skin stretch
stimulation is interpreted by the subjects as a clue that the following
vowel is indeed accentuated, hence the corresponding decision about
word segmentation. Indeed, when the stimulation was applied before
the first vowel /a/ around P3, the perception was biased towards V-
onset words, while if it was applied after the first /a/ but before the
second vowel, the perception was rather biased towards C-onset words.

The fact that the largest modulation was obtained when the soma-
tosensory stimulation onset led the corresponding acoustic peak (P3) is
consistent with anticipatory mechanisms in speech production. The
onset of a vocalic gesture can start at least 100ms and up to 400ms
before the vowel climax (e.g. Noiray, Cathiard, Ménard, & Abry, 2011).
This anticipatory gesture may be seen before it is heard, hence the
asymmetry of the temporal window of audiovisual integration (van
Wassenhove, Grant, & Poeppel, 2007) and the observation that the
maximal effect of the incongruent visual input in the McGurk effect
(McGurk & MacDonald, 1976) may occur for a visual advance on the
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vertical axis represents the judgement probability that participants identified the audio stimulus as a C-onset word (e.g. “la tache”), averaged over participants in the
corresponding group. Error bars represent standard errors across participants.
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sound (Munhall, Gribble, Sacco, & Ward, 1996). The peak of perceptual
modulation by a somatosensory stimulus at P3 is also in line with the
observation by Ito, Gracco, and Ostry (2014) that the change of cortical
potentials by auditory-somatosensory interaction is induced specifically
when somatosensory inputs precede auditory inputs.

4.1.2. A somatosensory effect specific of facial stimulation and absent for
forearm stimulation

A second crucial finding in Fig. 2 and Section 3.1 is that a soma-
tosensory stimulation applied on the forearm produced no effect on the
auditory word segmentation process. This is unlikely to be due to a lack
of sensitivity of this region of the body, since Ito and Ostry (2012)
showed similar sensitivity of the face and the forearm in a force jud-
gement task. Nor is it related to a lack of ability of the right cortex
hemisphere, dealing with left forearm afferences, to process speech
temporal information, considering the “asymmetric sampling in time”
hypothesis by Poeppel (2003). Indeed, this hypothesis, later confirmed
in a number of studies (see a review in Giraud and Poeppel, 2012),
claims that the right auditory cortex would preferentially extract in-
formation from long integration windows, typically 150-to-250ms
wide, corresponding exactly to the temporal range involved in the
present study, while the left auditory cortex would rather be in charge
of shorter temporal windows around 25 to 40ms.

The difference between results obtained for the forearm vs. facial
stimulation is rather due to a stimulus-response compatibility effect, in
which the forearm would not be relevant for the task at hand. This kind
of compatibility effects has been observed by Gick and Derrick (2009)
who showed that air puff stimulation on the hand or neck while hearing
aspirated (/pa/ or /ta/) or unaspirated sounds (/ba/ or /da/) modu-
lated perceptual judgements, while no effect was induced by simple
tapping. More direct evidence for the specificity of the relation between
face and speech is provided by Ito and Ostry (2012) who showed that
facial skin sensation was altered by listening to speech sounds, but not
by listening to non-speech sounds. Their study also showed that skin
sensations of forearm and palm were not altered by listening to speech
sounds, contrary to face sensations. Similarly, somatosensory event-
related potentials induced by facial skin deformation were modulated
by presenting speech sounds, but not by non-speech sounds or noise
(Ito, Johns, & Ostry, 2013), whereas simple lip tapping stimulation
during speech perceptual processing did not affect magnetoencepha-
lographic response changes (Möttönen, Järveläinen, Sams, & Hari,
2005).

The lack of forearm effect provides evidence against the “soft”
version of our second hypothesis in Section 2.5, that there could exist
an effect of timing information applied to the forearm, independently
on the speech-face compatibility. While there is timing information
available on the forearm in the corresponding condition, the partici-
pants happen to neglect this pure temporal information for word seg-
mentation, confirming that the effect of facial skin stimulation is indeed
due to an articulatory interpretation of the stimulation, impossible with
the stimulation on the left forearm.

4.1.3. Facial somatosensory stimulation seems more compatible with
vertical than with horizontal articulatory gestures

Finally, there was a weak trend that there would be more effect of
the stimulation for words involving a vertical (opening) rather than a
horizontal (rounding/spreading) movement for the vowel after the first
/a/, and the pattern of effects was clearly different between the two
groups (Fig. 3). This can also be compatible with the importance of the
congruence between the orofacial stimulation and the associated or-
ofacial speech gesture. Facial skin deformation in speech production
may occur in various directions depending on the uttered word
(Vatikiotis-Bateson, Kuratate, Kamachi, & Yehia, 1999). Ito et al. (2009)
showed that horizontal displacements applied on the skin lateral to the
mouth could not modify the perception of opening gestures towards /a/
or /ɛ/. Importantly, upward displacements of the face are compatible

with such opening gestures (Ito & Ostry, 2012), hence direction of sti-
mulation seems crucial here, rather than the precise sense of the sti-
mulation along the corresponding direction – though Ogane, Schwartz,
and Ito (2019) showed that the precise amplitude of the orofacial so-
matosensory stimulation is of weak importance in the modulation of
lexical perception. In the present case, while the vertical stimulation
around P3 is compatible with the opening gesture for the first /a/ in-
dependently on the following word, it is compatible with the second
vowel only if it is an /a/, in the Vertical group. This could well explain
the lack of effect of the stimulation after P3 in the Horizontal group,
while the pattern of modulation seems to extend until P7–P8 in the
Vertical group (Fig. 3).

Therefore, the pattern of modulation of lexical decision observed in
the present data seems to support the hypothesis that French listeners
can differentiate the phrases with elision by information about the re-
spective strength of articulation of the first and second vowels, pro-
vided by the somatosensory inputs associated with facial skin de-
formation. Such kinesthetic information about speech production can
be provided by orofacial cutaneous mechanoreceptors (Ito & Ostry,
2010; Johansson et al., 1988). Because of the deformation of the lower
face area during opening speech movements, cutaneous mechan-
oreceptors in the skin around the mouth might be predominant in the
detection of articulatory movement. The current somatosensory sti-
mulation likely induced somatosensory inputs related to the listener's
expectations about her/his own speaking gestures, in line with theories
invoking the role of information related to speech production in the
speech perception process. This will be the topic of the next section.

4.2. Consequences for a theory of speech perception

This study adds to a number of data showing that the phonetic in-
terpretation of multisensory stimulation is related to the underlying
articulatory knowledge available to the tested participant. More spe-
cifically, it extends previous studies on the role of the somatosensory
system in speech perception, e.g. Ito et al. (2009), Gick and Derrick
(2009), to a novel paradigm that is segmentation for lexical access.

In spite of the increasing agreement that articulatory processes may
intervene in speech perception (see Section 1.1), there remains a large
range of different views on the nature of this intervention. The histor-
ical pioneer view from the Motor Theory of Speech Perception
(Liberman et al., 1967; Liberman & Mattingly, 1985) was that speech
perception was based on underlying motor representations and motor
gestures. Perceptuo-motor theories modified this view by rather con-
sidering a mix of auditory and motor processes in speech perception
(Schwartz et al., 2012; Skipper et al., 2007). Skipper et al. (2007)
posited an analysis-by-synthesis process targeting motor programs as-
sociated with the phoneme. Stokes et al. (2019) claimed that the motor
system has at best a modulatory role, probably at the level of phonemic
processing.

The present data probably set the balance towards a larger and more
integrative role of the motor system in speech perception. Indeed, it
appears that articulatory knowledge elicited by facial somatosensory
stimulation intervenes at the level of the global processing of the
acoustic stream, by orienting segmentation towards some parts rather
than others. A similar claim has been done by Basirat, Schwartz, and
Sato (2012) in their study of the verbal transformation effect arguing
that the motor system was likely to intervene at the stage of chunking
the acoustic stream on the basis of articulatory underlying trajectories.
It is also consistent with Remez, Rubin, Berns, Pardo, and Lang (1994)
that the articulatory/motor nature of the speech stream contributes to
gluing the various pieces of information together in the perceptual
analysis and decoding process. Strauß and Schwartz (2017) have fur-
ther proposed that the syllabic rhythm could emerge as an audio-motor
construction. These views are integrated in the framework of the Per-
ception-for-Action-Control Theory (Schwartz et al., 2012), which pro-
poses that the whole speech analysis process should be conceived as a
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perceptuo-motor process in which auditory shaping and motor knowl-
edge would be constantly combined in the analysis and decoding pro-
cess connecting the sensory inputs with the lexical knowledge in the
human brain.

4.3. Limitations and perspectives

The present evidence that facial skin deformation associated with
speech articulatory movements can intervene in segmentation before
lexical access is based on a very specific process available in French,
provided by elision between determinants and nouns. Hence it may be
wondered whether similar evidence could be found in other languages
which do not involve the same kind of phonological process. Our cur-
rent assumption is that similar effects should be obtained in other
languages as long as different articulatory movements provide a clue for
the disambiguation in lexical decisions. Still this remains to be de-
monstrated, and a first stage would consist in finding similar config-
urations in other languages. Of course, somatosensory interferences in
segmentation are not expected in situations where no clear correlate
associated to articulation is available in production, and likely to be
exploited reciprocally in perception.

The present study exploits a rather limited set of facial somatosen-
sory stimulation, with a single direction of movement (vertical up-
wards) and a fixed intensity of stimulation. This is another clear lim-
itation of this study, considering that vowels differ both in the
directionality and the amplitude of their trajectory from the previous
consonant. Evidence that the amplitude of the somatosensory effect
changed depending on the first vowel in the C-onset word (Section 3.2)
confirms the need for some amount of matching with the stimulation. In
a recent study (Ogane et al., 2019) we explored the effect of two se-
quential skin stretches with a different amplitude in contrast with the
single pulse stimulation used in the present study. We did not at this
point obtain a significant effect of stimulations with contrasted ampli-
tudes, probably because of the difficulty of selecting adequate con-
trasted somatosensory stimulations able to represent efficiently a con-
trast between two vowels. Since the actual articulatory movements are
far more complex than simple sequences of vertical gestures, more
realistic patterns of somatosensory stimulation (e.g. multiple stimula-
tion pulses with different directions of stimulation and varying ampli-
tudes) are required for further more detailed and precise investigation
of possible perceptual modulations by somatosensory inputs.

5. Conclusion

This study showed that the lexical perception of a given sequence in
French, involving ambiguous word segmentation, can be significantly
modified by applying a somatosensory input on the facial skin. The
judgement was systematically biased towards one or the other seg-
mentation depending on the timing of the somatosensory input.
Importantly, this effect was specifically induced by a stimulation on the
facial skin, but not on the skin elsewhere than the face (forearm). In a
follow-up analysis, we also found that the effect of the somatosensory
stimulation in word segmentation was different and globally larger and
more coherent in phrases involving a vertical articulatory movement
for the first vowel in the C-onset word than for vowels involving hor-
izontal movements of the tongue or lips. Altogether, these data are
consistent with the proposal that somatosensory information arising
from the facial skin is involved not only in phonetic perception, but also
at higher stages in speech perception, that is, at the level of segmen-
tation of the acoustic stream for lexical access. This provides an im-
portant argument to the conception of a close connection between
perceptual and motor processes in the whole speech processing chain in
speech communication.
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