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Abstract: Many developmental studies attribute reduction of acoustic
variability to increasing motor control. However, linear prediction-based
formant measurements are known to be biased toward the nearest har-
monic of F0, especially at high F0s. Thus, the amount of reported formant
variability generated by changes in F0 is unknown. Here, 470 000 vowels
were synthesized, mimicking statistics reported in four developmental
studies, to estimate the proportion of formant variability that can be
attributed to F0 bias, as well as other formant measurement errors.
Results showed that the F0-induced formant measurements errors are
large and systematic, and cannot be eliminated by a large sample size.
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1. Introduction

The variability in speech is caused by many interacting factors and can never be fully
explained. In statistical modeling, researchers select a finite set of factors, mainly based
on current understanding of the research questions and experimental controls, and
enter them into a model. Each of these factors explains a portion of the variance of
the dependent variable; the residual of the model, the unexplained variance, is consid-
ered to be “noise” or the so-called “natural variability.” In speech studies, the range of
such natural variability has been used to indicate the precision or the degree of active
control in speech production. The pioneering work of Eguchi and Hirsh (1969) investi-
gated the production of American English (AE) vowels in young children (3–13 yr of
age) and adults (N¼ 84). They reported that the variabilities of all the measured acous-
tic parameters [including fundamental frequency (F0), formant frequencies (F1, F2,
F3), and voice onset time] decrease as the talker’s age increases, and this decrease in
variability serves as an indication of the maturation of speech motor control. Lee et al.
(1999) further extended this investigation by analyzing the acoustic data of nearly 500
speakers (5–18 yr of age plus adults) and reported more acoustic characteristics based
on the data; their results in general corroborate the conclusions of Eguchi and Hirsh
(1969). More recently, Heald and Nusbaum (2015) studied the within-talker vowel
precision across days for eight adults and concluded that vowel production is extremely
precise: the within-talker formant variabilities across days were less than the just
noticeable formant difference) (3%–5% of formant frequency) reported by Flanagan
(1955).

Acoustic measurements are noninvasive, cost-effective, and irreplaceable in
studies of speech variability. However, formant frequencies are known to suffer consid-
erably from F0 bias, especially when measured by linear predictive coding (LPC) anal-
ysis (Klatt, 1986; Vallabha and Tuller, 2002; Fulop, 2010; Shadle et al., 2016). Here
we use the term “harmonic attraction” to emphasize the strong bias toward the closet
harmonic in formant estimation, which is more serious in high-pitched speech due to
time-domain aliasing and increased spacing between harmonics. This was first
described by Atal (1975), but in the decades since, LPC-based analysis has continued
to be the most commonly used formant measurement method in speech studies.
Vallabha and Tuller (2002) explained in detail that the errors intrinsic to LPC are sys-
tematic, not random, but because F0 will vary widely in real speech, “it is likely that
[F0] quantization will not distort the overall distribution of formants”; this assertion
has never been tested. In order to test this hypothesis, we did a large-scale simulation
of vowels, analyzed them with LPC, and compared the LPC formant estimates to the
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actual formants to test whether biases remain even with large samples. This allowed us
to report the degree to which the measurement errors and, for the first time, variabil-
ities of formant frequencies derived from LPC analysis can be explained by F0
variability.

2. Methods

To model patterns that resemble those in the literature, we synthesized multiple vowels
based on four studies (see Sec. 2.1). The formant frequencies were fixed at specific
values and the fundamental frequency (F0) was varied over a realistic range [i.e., one
that matched the mean and standard deviation (SD) of the previous studies]. Despite
the possibility that the voice source may vary with age and gender (Iseli et al., 2006;
Yen-Liang and Iseli, 2008), we used a constant modal voice source for synthesis.
Because the true, designated formant frequencies were known, deviations from those
values can be attributed solely to the biases induced by F0 variability.

2.1 References for formant and fundamental frequency values

We selected four sources in the literature to provide the distributions of fundamental
and formant frequencies for AE vowels, which included 1, 6, 7, or 10 monophthongs.
Speakers ranged in age from 3 to 18 yr old plus adults, yielding a total of 470 different
combinations of reference F0 variabilities and formant values, roughly resembling
vowel variabilities over a life span; we call each combination a reference group. The
current study demonstrates how LPC fails in formant estimation using these reference
values; it does not have any implications for the previously reported results. That is,
we cannot retroactively correct the original results underlying the data presented in
these sources. The four sources were the following:

(1) Eguchi and Hirsh (1969) (abbreviated as EH69) reported F0, F1, F2 values and C-to-V
durations of vowel productions from 84 speakers, ranging from 3 to 13 yr of age, plus
adults; gender was balanced for groups older than 10 yr of age but was not specified for
those younger than 10 yr old. They produced six AE vowels / i, æ, u, E, A, O / in two sen-
tences, “He has a blue pen,” and “I am tall” (five tokens of each), providing us with 96
reference groups (16 age-sex groups� 6 vowels). They reported both within- and
between-speaker variabilities but only the within-speaker variability is included in our
analysis.

(2) Lee et al. (1999) reported various acoustic characteristics (including F0, F1, F2, and
F3), of 10 AE vowels / i, æ, u, E, A, O, I, ˆ, U, T̆ / produced by 492 speakers, ranging
from 5 to 18 yr of age, plus adults; gender varied across groups but was roughly bal-
anced, providing 300 reference groups (15 ages� 2 sexes� 10 vowels). The number
of repetitions per vowel for each speaker was not reported but can be inferred from
the description to be 1 to 2 times. Only the values of between-speaker variabilities are
available in Lee et al. (1999).

(3) Huber et al. (1999) reported F0 and the first three formant values of the AE vowel /A/
from 180 speakers in 9 age groups, ranging from 4 to 18 yr of age, plus adults (10
female and 10 male in each age group), providing 18 reference groups (9 ages� 2
sexes� 1 vowel). The vowel was repeated 3 times by each speaker. Only the between-
speaker variabilities were reported.

(4) Heald and Nusbaum (2015) (abbreviated as HN15) reported F0 and F1–F3 of seven
vowels / i, æ, u, E, A, I, ˆ / from eight AE adult speakers (5 female), providing 56 refer-
ence groups (8 speakers� 7 vowels). Each vowel was produced 90 times across 5 days
by each speaker. Only the within-speaker variabilities were reported.

2.2 Vowel synthesis

The four sources together provide distributional parameters for F0 and formant fre-
quencies in real speech for 470 reference groups. For each group, we synthesized 1000
vowels (duration¼ 200 ms; sampling rate¼ 10 kHz) where the F0’s were randomly sam-
pled from a distribution based on the reported F0 mean and SD for that reference
group, and the first three formants were held constant at the reported mean values.
The global F0 range across all synthesized vowels was 70-479 Hz. For the stimuli based
on EH69, in which only F1 and F2 were reported, F3 was set at 1000 Hz above F2.
The synthesis was done with Praat’s (Boersma and Weenink, 2018) implementation of
the Klatt synthesizer (Klatt and Klatt, 1990). Excitation sources were modal voiced
glottal pulse signals (Rosenberg, 1971), and the filters were all-pole linear models.
Formant bandwidths were set at the default values in Praat (i.e., B1¼ 60, B2¼ 110,
and B3¼ 160 Hz). In all, 470 000 stimuli were synthesized.
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2.3 LPC formant analysis

For each stimulus, the first three formant frequencies were estimated using LPC (Burg
algorithm) (45 ms Gaussian-shaped windows, the Praat default; 2 ms steps; 10 poles)
and followed by Viterbi tracking in Praat. We implemented a “seeding” method where
the true formant values were provided as references during formant tracking.

Note that there are two kinds of formant measurement errors: (1) selection
error, which refers to formants being missed, which will result in formant jumps and
large formant error (e.g., missing true F2 and selecting F3 as F2); and (2) estimation
error, which refers to the measurement error given that the correct spectral prominence
in the vicinity of the true formant is selected. The focus of the current paper, F0-
induced error, is related only to the latter. Therefore, our seeding method very nearly
guarantees that the measurement errors in this study came from estimation errors, but
not from selection error. This method also simulates the errors that occur when
humans correct selection errors by visual inspection of the LPC spectrum.

2.4 Measurements of F0-induced biases

We report three measurements of F0-induced biases in this study: (1) token error, (2)
central tendency error, and (3) formant variability.

(1) Token error is calculated as jeij ¼ j f̂ i � f j, where f̂ i is the LPC-estimated formant fre-
quency for the ith sample and f is the true formant frequency.

(2) Central tendency error is calculated by subtracting the true formant frequency f from
the mean of multiple formant estimations: �e¼ [(1/n) � R f̂ i] � f, where n is 1000, the
number of samples for each group. Positive error values indicate over-estimation of
formant frequency over multiple measurements; negative values, under-estimation. If
token errors are random, then central tendency error is expected to be zero. This calcu-
lation is used to simulate the error of the estimated central tendency when a large
number of tokens are averaged. For each sample, we also calculated the Boolean
value denoting whether the nearest harmonic is on the same side of the true formant
as the estimated formant f̂ i, as bi¼ u(hfi � f) XNOR u(f̂ i � f), where hfi is the har-
monic nearest to f for the ith sample, u(x) is the unit step function [u(x) is equal to 1 if
x� 0, and is zero elsewhere]. XNOR is the exclusive-nor operation; if both operands
are greater than or both are less than zero, bi¼ 1; otherwise, bi¼ 0. The mean �bi¼ (1/
n) � R bi denotes the proportion of error tokens in each group that can be explained
by harmonic attraction.

(3) Formant variability is calculated by dividing the SD of the measured formant fre-
quencies for each age-gender-vowel group by the corresponding group mean. This
ratio is known as relative standard deviation (RSD), or coefficient of variation, and
has been used in Eguchi and Hirsh (1969) and Lee et al. (1999) to indicate normalized
variabilities.

3. Results

3.1 Degree of formant measurement error

Figure 1 presents the probability distributions of the absolute token measurement
errors jeij binned into four different F0 ranges: (1) 70–100 Hz, (2) 100–200 Hz, (3)

Fig. 1. (Color online) The results of token errors (see Sec. 2.4) grouped in four F0 bins for (a) F1, (b) F2, and (c)
F3 frequencies. Each curvy line, circle, triangle, and cross marker indicate, respectively, the probability density
estimate, mean, median, and 1.96*SD boundary for each F0 bin.
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200–300 Hz, and (4) 300–429 Hz. The probability density function for each bin was
estimated by nonparametric kernel distribution (kernel density estimation, using
“ksdensity” function in MATLAB), cutoff at the probability of 1%. In general, formant
measurement error increases as F0 increases, and when F0 is higher than about
200 Hz, the error increases substantially. The F0-induced errors in F3 measurement are
lower, presumably due to a wider formant bandwidth that encompasses more harmon-
ics (in favor of LPC). F2 errors are comparatively less serious than F1 errors but the
distributions indicate that when F0 is higher than 300 Hz, there were occasionally F2
errors greater than 150 Hz (which is not negligible for F2). Among the first three for-
mants, F1 measurement is the most affected by F0-bias. When F0 is above 200 Hz, the
median error for F1 measurement is approximately 40–50 Hz. When F0 is above
300 Hz, the third quartile of F1 error distribution is approximately 90 Hz. (Breaking
down by vowel, errors expressed as percent of error relative to formant value are
8% for /A/, 23% for /u/, 18% for /i/, and 10% for /æ/.)

3.2 Direction of formant measurement error

Figure 2 displays the central tendency errors �e in the estimation of central tendencies
from repeated measurements for F1. Each datapoint in Fig. 2 represents the central
tendency error for each age-gender-vowel group: the true F1 frequency is subtracted
from the mean of 1000 formant measurements. The proportions of harmonic explana-
tion �bi grouped into four proportion ranges, are represented by four different symbols
in Fig. 2 (see the legend).

If the hypothesis is that F0-induced formant estimation error is random (and
therefore the individual errors cancel each other out), then we would expect that the
central tendency errors displayed in Fig. 2 should cluster around zero. However, the
results are inconsistent with this hypothesis—the errors for nine out of ten vowels
(except / T̆/) show clustering patterns either above or below zero. F1 is mostly over-
estimated for the high vowels /i/ and /u/, and underestimated for the low vowels /A/
and /O/. This is due to the fact that the harmonic closest to F1 is on average above F1
for /i/ and /u/, and below F1 for /A/ and /O/. The errors for F2 and F3 showed similar
patterns: most vowels were either over- or underestimated (with similar scale as for F1
errors), except for the F2 errors of /i/ which clustered around zero. As can be seen in
Fig. 2, the dominant proportion of harmonic attraction is in the range of 75%–100%
(circles) for 433 out of 470 error tokens. The average proportion of errors explained by
harmonic attraction was 89% for F1, 77% for F2, and 66% for F3. That is, even when

Fig. 2. (Color online) Central tendency errors plotted against F0 for each vowel. Each datapoint represents the
mean of 1000 formant measurements minus true F1 for each group, plotted against mean F0 for that age-gen-
der-vowel group. Positive values indicate over-estimation of formant frequency. The four different symbols indi-
cate four ranges of proportions of error tokens that can be explained by harmonic attraction. Here 433 of the
total 470 symbols are plotted in circles.
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the measurement is relatively accurate, it is just as likely to be because a harmonic was
near the true formant as that the LPC analysis per se was correct.

3.3 F0-biased formant variability

Last, we present the formant variability caused by F0-induced formant measurement
errors. Figure 3(a) summarizes the within-speaker F1 variabilities in RSD for each
age-gender-vowel group, and Fig. 3(b) the corresponding F0 range for each group
(error bars represent 61.96 * mean within-speaker SD) in EH69 and HN15. Figures
3(a) and 3(b) largely mimic Figs. 7 and 9 of EH69, respectively, since HN15 only
reported values for adults. The simulated (F0-induced) F1 variabilities for the same
groups are shown in Fig. 3(c) (note that all the true formant variabilities in our simula-
tions were zero). It can be seen that the simulated (F0-biased) F1 variabilities have the
same trend as in Fig. 3(a): Formant variability decreases as age increases. This is due
to the fact that younger groups have higher F0s that induce larger formant measure-
ment errors and thus higher formant variabilities. Figure 3(d) shows the ratios of the
simulated variabilities [Fig. 3(c)] to the reported variabilities [Fig. 3(a)]; these ratios
indicate the degree of the expected inflation of formant variabilities due to LPC analy-
sis, assuming the reported variabilities in Fig. 1(a) are the ground truths. The average
of these ratios across groups was 0.76 for F1 and 0.58 for F2, indicating that more
than half of the reported F1 and F2 variabilities are likely due to F0 variability. To
further explain this, we ran four separate sets of simulations (each with 1000 tokens)
of the vowel /i/ (the F0 and F1 were centered at 220 and 400 Hz, respectively) with the
same F0 variability (SD¼ 5 Hz) but with four different underlying F1 variabilities
(SD¼ 16, 10, 5, and 3 Hz). The results showed that the LPC-measured F1 variabilities
(SDs) for all four sets were approximately 10 Hz in all cases. This agrees with the vari-
ability of the second harmonic, which is the harmonic closest to true F1 (see Fig. 4).

4. Discussion

4.1 Confounding contribution of F0 to formant measurement error

In this study, we have reported F0 and formant combinations matched to published
reports, which show the scale and range of formant measurement errors intrinsic to
LPC. Our results showed that the overall LPC errors increase dramatically as F0
increases, particularly above 200 Hz. In accord with previous studies (Klatt, 1986;
Vallabha and Tuller, 2002; Fulop, 2010; Shadle et al., 2016), F1 is the formant most
affected, especially for F0 above 200 Hz; the mean F1 error is 41 Hz (7%) when F0 is
between 200 and 300 Hz and is 58 Hz (9%) for F0 above 300 Hz. Even when F0 is
lower, between 100 and 200 Hz, the mean F1 error (16 Hz) is higher than the percep-
tual threshold of F1 change of 14 Hz (Kewley-Port and Watson, 1994). F2 measure-
ment is also considerably influenced by F0 bias when F0 is above 300 Hz (which is not
uncommon in children’s speech) with a mean error around 70 Hz and the third quartile
approximately 100 Hz. These scales and ranges of errors reported here indicate that
errors due to harmonic attraction in LPC formant measurements are substantial, even
when human correction is involved (our seeding method simulates human correction).

Fig. 3. (Color online) (a) The F1 variabilities reported in EH69 and HN15. (b) The reported F0 ranges in EH69
and HN15. The error bars represent 61.96 * mean within-speaker SD. (c) Our simulated F1 variabilities when
F1 is held constant and F0 varied. (d) The ratios of the simulated variabilities to the reported variabilities.
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Note that our simulations were as favorable as possible to the LPC algorithm (i.e., no
noise, optimal parameter setting, ground-truth provided in formant tracking, and all-
pole synthesis); therefore, formant measurement errors in natural speech are expected
to be much larger than reported here.

4.2 Vowel-specific formant measurement error

If errors are random, they will average out to show a genuine central tendency if mea-
sured with a large sample size. Given the condition that multiple samples are taken
where the true formant f is stable and F0 is varied such that the nearest harmonic hfi

moves symmetrically through f, ei will cancel each other out and �e will be close to
zero. Our simulation with realistic F0 and formant ranges shows that the first three
formant measurements for nearly all vowels do not conform to such conditions, and as
a result their central tendency errors systematically clustered either above or below
zero (except for F1 of / T̆/ and F2 of /i/). Not surprisingly, some vowels are almost
always overestimated while others are underestimated in formant measurements. This
indicates that the measurement error is not random but systematically conditioned by
vowel-specific F0 and formant ranges. One direct consequence of this is that the vowel
space area (VSA) for children will be underestimated, as low vowels appear higher
than they really are (lower F1), and high vowels appear lower (higher F1). For exam-
ple, when F0 is 234 Hz, the LPC-estimated VSA is reduced to 85% of the true VSA,
calculated from the data in Fig. 2. Thus it may be that the previously reported shrink-
ing of the vowel space in development (see review in Kent and Vorperian, 2018) is, in
fact, greater than had been thought.

4.3 Formant variability explained by F0 variability

While there is a consensus in the literature that the maturation of speech motor control
reduces variability in articulatory and acoustic measures of speech production, higher
F0 in younger speakers results in greater LPC-measurement errors, thus increasing var-
iability in formant frequencies. Computation of the ratio of simulated formant vari-
ability to the reported formant variability, as described above, revealed the degree of
potential inflation of formant variability when measured by an LPC-based method.
Again, such inflation of formant variability cannot be reduced by using a large sample
size and persists in spite of human correction of formant tracks.

5. Final remarks on formant measurement

We have reported the scale of formant measurement errors and inflation of formant
variability in a wide range of F0 and formant combinations, mostly due to the F0-bias
intrinsic to LPC-based formant analysis. Recent developments in weighted linear
prediction-based methods (e.g., Alku et al., 2013; Airaksinen et al., 2014; Gowda
et al., 2017) have been proposed specifically to solve this issue, but the requirement of
glottal pulse information (e.g., EGG data or accurate epoch-detection algorithm)
restricts its application. Manual formant measurement of the reassigned spectrogram
(RS) (Rihaczek, 1968; Nelson, 2001; Fulop and Fitz, 2006) has been reported to be the
most accurate and resistant to F0 bias (Shadle et al., 2016), but automatic methods
based on RS do not currently exist. More work in this direction is needed.
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Fig. 4. (Color online) Four sets of simulations of the vowel /i/ with the same F0 variability (SD¼ 5 Hz) but four
different underlying F1 variabilities (from left to right, the true F1 SD¼ 16, 10, 5, and 3 Hz); light (blue) circles
indicate the ground truth and dark (purple) triangles the LPC measured F1 values.
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