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Introduction

The nature of connection between oral and written language has been worried over by researchers for decades, perhaps as much as a century (Huey, 1908). Huey credits V. Egger with the notion that “to read is, in effect, to translate writing into speech” (Huey, 1908, p. 123). Some 60 years later, this basic idea was well on its way to becoming a lynch pin of our modern understanding of the relationship between speech perception, printed word recognition and language comprehension. Alvin Liberman, in Kavanagh (1968), framed the idea somewhat differently when he wrote that “reading is in some sense parasitic on speech” (p. 123). This is to say that speech perception and reading are not wholly independent systems, but that they stand in different relations to Language. The medium of speech is privileged over that of writing in ways that are now widely recognized. In the history of our species speech precedes print; in the development of the individual, the ability to speak comes before facility with the written word, if the latter comes at all. In fact, speech and language development would seem to be biological imperatives whereas achieving skill with the written word is most definitely not.

The “parasitic” nature of the relation between speech and print is such that the connection between writing and language is mediated by speech. For those writing systems that have served as objects of most literacy-oriented research to date, the Alphabetic Principle underlies that connection. This mapping principle asserts that there is an explicit correspondence between orthographic characters and speech, specifically at the phonemic level of representation (Bloomfield, 1942). Mattingly (1972; also see Liberman, 1988; Liberman et al., 1989) posited that the acquisition of reading ability in an alphabetic writing system relies on explicit knowledge of the phonemic structure of a language (phoneme awareness), and that that knowledge does not follow automatically from being a competent speaker.
of the language. Subsequent experimental work has largely confirmed Mattingly’s surmise about the connection between meta-linguistic awareness of phonemic structure and the development of alphabetic literacy (e.g., Byrne et al., 2000; Bowey, 1995; Oakhill & Cain, 2011). We will see that there is, moreover, reason to believe that language/orthography appropriate variations of the Mattingly’s alphabetic mapping principle and metalinguistic awareness may be important to the mastery of any type of writing system.

Implemented cognitive models of word recognition that are most relevant to discussions of reading comprehension integrate perception of external language both by ear and by eye. So, it is critically important to have some common terminology for talking about relationships of writing to speech and language. Perfetti et al. (2007; also Coulmas, 1989) distinguish among scripts, writing systems and orthographies. In their terms, a script is simply a set of symbols, the visual aspect of writing, independent of any association with linguistic elements. Writing system refers to the nature of the basic mapping from symbols to linguistic units; an orthography is a specific language-to-script mapping. So, alphabetic writing is one kind of writing system, as in the Korean Hangul orthography; syllabic writing is another; Japanese Kana is a possible example, although it may be more properly considered a moraic system as syllable weight is also significant in this writing system. In the first case the fundamental design principle is to map symbols to phonemes, and in the second the mapping is from symbols to syllables. It is possible for an orthography to make use of more than one kind of mapping. There are various ways in which that can occur.

For example, some have proposed that writing systems used for many Sinitic languages (languages of the Sino-Tibetan language family, e.g., Mandarin, Cantonese) are fundamentally morpho-syllabic in nature (Coulmas, 1989). Which is to say that each character is associated with a unit of meaning and a monosyllabic pronunciation. The large majority of characters/graphemes in these morpho-syllabic writing systems are composed of two elements, a “phonic” element associated with pronunciation of a syllable and a “radical,” which serves a morpho-semantic purpose. Albeit, single element characters are not uncommon, and three element characters occur as well; each character, regardless of constituency, corresponds to a single syllable at the phonological level. There are conventionally 214 radicals in the “simplified” character set used in the People’s Republic of China. While the number of symbols occurring as phonetic elements is somewhat less clear, there may be on the order of 800 to 1000 in common use (DeFrancisco, 1989). In the case of grapheme-to-morpheme mappings, the relationship is generally one-to-one, while for grapheme-to-syllable mappings the relationship is typically many-to-one, there being many more graphemes than syllables. For example, consider some examples from the “simplified” character set used for writing Mandarin in the People’s Republic. The character 水 is a single element grapheme that corresponds to the word meaning “water” (pinyin shuǐ3). In modified form this character serves as the semantic radical in more than a dozen two-element characters and the meaning of many of those has a relatively clear association with “water”: 江 (“river”; pinyin jiāng1), 洒 (“to sprinkle”; pinyin sǎ1), 漏 (“to leak/leaky”;
pinyin lou4). The combining form of 水 can be seen at the left-hand side of each character. Next consider a few characters which all contain as their radical the character for “person,” 人 (combining form 亻): 毕 (“proud/arrogant”; pinyin ao4), 仅 (“only”; pinyin jin3), 徑 (“to copy/to imitate”; pinyin jing3), 值 (“to value”; pinyin zhi2). Here, any semantic relationship among the words denoted by characters containing the “person” radical is considerably less clear. Other radicals may have an even more obscure relationship to the meanings of words denoted by the attendant characters. According to DeFrancis (1989) many “often offer no real semantic information at all and merely serve to differentiate one character from another, as do our spelling distinctions in hair and hare.”

The phonetic components of characters are by contrast considerably more informative, although far from transparent. For example, the phonetic element on the right (square with vertical stroke) in the character 钟 (“bell/timer/alarm”; pinyin zong1) is identical in pronunciation to the phonetic itself when used standalone (中, “in/within/during”; pinyin zong1). As a component of other characters it is associated with similar but not identical pronunciations, as in: 程 (“to charge in battle/to flush (toilet)”; pinyin cheng1). More extreme examples of contextually determined pronunciation are not uncommon. Consider 蕃 (“virtuous”; pinyin shun1) and 椒 (“pepper”; pinyin jiao1), whereas their phonetic component, 蕃, is pronounced shun1. The phonetic component of a character often provides a helpful clue as to its pronunciation, as when 皮 (“leather/skin”; pinyin pi2) is used as a phonetic in 衫 (“to drape over one’s shoulder”; pinyin pi1), or 辐 (“slope”; pinyin fu1), or 威 (“lame”; pinyin bei3). While this sort of inconsistency is common, DeFrancis (1989) estimates that the phonetic elements in about two-thirds of characters yield useful cues as to their pronunciation. Insofar as orthographic symbols map to phonology at the level of the syllable and to meaning at the level of the morpheme, then metalinguistic awareness important to acquisition of literacy in Sinitic languages might, arguably, target those two levels of analysis, rather than the phoneme as in alphabetic writing systems (Wang et al., 2015; Zhang et al., 2012; but also see Newman et al., 2011).

Two additional points about Sinitic writing systems that are not obvious from the foregoing should be noted here. First, contrary to the examples just given, most words in Mandarin are written with two or more characters. A second feature, setting the Chinese orthographies apart from the more familiar European ones, is that in written connected text there is no explicit indication of word boundaries (more on this later).

A different type of duality in mapping can be found in the Korean Hangul system. This is fundamentally an alphabetic system in that graphemes map to phonemes, but when written, graphemes are arranged in groups or blocks that correspond explicitly to syllables, with each block containing two to six graphemes (Coulmas, 1989). For example the name of the writing system, rendered in Korean, is 한글. The leftmost block consists of three graphemes: ㅅ/ㅏ/ㅣ(top-left), ㅏ/ㅗ/ㅣ(top-right), and ㄴ/ㄷ/ㅣ(bottom). The right block also consists of three graphemes, arranged vertically: ㄱ/ㅑ/ㄷ/ㅣ. Here the dual nature of the mapping is entirely to do with different aspects of phonological structure. One might
contrast this with the Vietnamese orthography, which is a roman-based alphabet, with the peculiar feature of using spaces to separate syllables and moreover lacking any specific indication of word boundaries. Modern Korean uses whitespace to mark word boundaries.

A third example of complex mapping can be found in orthographies used for writing most of the languages, of both Sanskritic and Dravidian origin, on the Indian sub-continent. These orthographies are sometimes called alphasyllabaries and their individual graphemes are referred to as *akshara* (Padakannaya & Ramachandra, 2011). While there is considerable diversity in this large group of orthographies they share a set of common characteristics (Coulmas, 1989): (a) each basic grapheme represents a consonant and an inherent vowel, and the inherent vowel is the same for all basic graphemes; (b) vowels other than the inherent vowel are represented by diacritics applied to basic graphemes; application of a diacritic replaces the inherent vowel with that represented by the diacritic; there is typically a special diacritic which suppresses the inherent vowel altogether; (c) consonant clusters are represented by ligatures of basic characters, and all but the final grapheme in a ligature loses its inherent vowel; (d) there is a set of graphemes used for initial vowels in syllables lacking a consonant onset. For example two basic akshara from the Gujarati alphasyllabary are ప and మ, representing the CV syllables /ta/ and /ka/; the graphemes cannot be decomposed into separate elements corresponding to the consonant and vowel. Diacritics can be applied to these basic akshara to replace the inherent vowel with another, for example: డ /te/, అ /అ, ఒ /to/, చ /tu/, and ళ /ke/, భ /ku/, మ /ko/. The individual akshara (basic grapheme plus diacritic) in these examples represent open syllables which can be broken down into phonemic components, although the diacritic vowels cannot stand alone (Padakannaya & Ramachandra, 2011). The diacritics are shown here, with the position of the dotted circle indicating the approximate relative location of the basic akshara: డ /e/, భ /i/, మ /o/, ళ /u/. Further, the inherent vowel can be suppressed with a special purpose diacritic called a *virama*, yielding a monophonic (consonantal) grapheme: డ /t/, ళ /k/. This alphasyllabary system differs from both the fundamentally alphabetic Korean Hangul system, described previously, and Japanese Kana in which each basic grapheme represents a syllable or mora in holistic fashion; Kana graphemes cannot be further analyzed into phonemic elements. Although, it has been argued that grapheme-to-phonology mappings in akshariorthographies allow for (or even require) isolation of phonemes, and that this is evidence that such systems should be considered fundamentally alphabetic in nature (Rimzihim et al., 2014).

Finally, we previously observed that the Chinese morpho-syllabic writing systems do not explicitly mark word boundaries, in contrast to the convention of inter-word spaces in European orthographies and elsewhere. Alphasyllabaries can be found in either camp. Gujarati makes use of spaces (probably the most common case for this type of writing system) while the Thai alphasyllabary does not indicate word boundaries.

As noted, the term orthography encapsulates details of the mapping from symbols to language elements. These details will necessarily include things like the
specific symbol set, the specific linguistic units to be mapped (whether they be syllables, phonemes, morphemes or some admixture), and the specific mappings between linguistic units and symbols. Change any detail of the script, the linguistic units, or the mapping between them, and you have a different orthography. As a point of comparison, consider the cases of English and Dutch. The standard written forms of both languages use the same script, the same 26 grapheme set derived from the Roman script (leaving aside the issue of accents). However, because the phonemic structure of the two languages differs (as a result of language change over time), so too do many of the specific mappings between phonemes and graphemes, although there is some overlap due to historical connections between the languages and the origins of the script.

Regardless of the specific details of script and language, an ideal orthography would be one in which the mapping from symbols to linguistic units is one-to-one and perfectly consistent. But orthographies vary considerably in how closely they approximate the ideal (Lukatela et al., 1980). The relative consistency of mapping from symbol to linguistic unit is referred to as orthographic depth (Lukatela et al., 1980). Deep orthographies have complex mappings (e.g., standard writing conventions for English, Mandarin Chinese and Hebrew), while shallow orthographies more closely approximate the ideal one-to-one mapping (Korean Hangul, Japanese Kana, Spanish alphabet). The Orthographic Depth Hypothesis holds that shallower orthographies will be easier to learn due to their more consistent mappings from grapheme to linguistic unit, and that in such writing systems phonology will play a more prominent role in lexical access than will be the case for deeper orthographies (Frost et al., 1987; Frost & Katz, 1989; Katz & Frost, 1992; Rao et al., 2011; Schmalz et al., 2015).

Orthographies (specific language-to-script mappings) with considerably greater overlap than that of the Dutch/English case mentioned above are not unusual. These may arise due to systematic differences in language usage across speakers of a single language; differences in pronunciation, word choice and even grammatical construction, are commonplace. Such differences are often linked to a speaker’s identification with a particular social group that may be defined in part by culture or social class or geography (Wolfram, 2006). Details of a non-mainstream language variety that differ from the mainstream variety may complicate the acquisition of literacy by individuals or groups whose usage is not well-aligned with the mainstream. For example, it has been hypothesized that this kind of mismatch, with regard to contrasts in pronunciation between African American English (AAE) and Mainstream American English (MAE), may form an additional obstacle to the acquisition of literacy for children whose home dialect is AAE (Cunningham, 1976; Labov, 1995; LeMoine, 2001). While the evidence available for this particular case of orthographic mismatch finds little support for the hypothesis, researchers point out that children whose home dialect is predominantly AAE typically have enough knowledge of MAE by the time they reach school to mitigate any putative mismatch disadvantage (Patton Terry et al., 2010; Patton Terry & Scarborough, 2011; Patton Terry, 2012). The question remains as to whether children coming from more insular non-mainstream language
backgrounds might be hampered in their acquisition of orthographies tailored to
unfamiliar language standards.

The terminological distinctions and conceptual foundation developed above
give us the wherewithal to avoid certain confusions and ambiguities that are not
unusual in even erudite discussions of “writing.” For example, the Mandarin lan-
guage is rendered in print using at least three different orthographies grounded in
two different design principles: morpho-syllabic traditional characters in Taiwan,
morpho-syllabic simplified characters in the People’s Republic of China and
alphabetic pinyin in the early grades in both (Cheung & Ng, 2003). In fact, it may
not be unusual for the same language, or minimally different language varieties,
to be written with very different scripts, as in the cases of Serbian/Croatian
(Feldman et al., 1985; Lukatela & Turvey, 1980) and Hindi/Urdu (Rao et al., 2011).
Moreover, two orthographies may be superficially similar in that they make use of
the same script, yet map to languages that differ subtly (AAE/MAE) or markedly
(English/Dutch) from one another.

Details of an orthography may have significant consequences for ease of lexical
access by eye, the process by which the mental representation of a word’s meaning
or phonology becomes available for use. Evidence supports the hypothesis that
the depth of an orthography modulates the ease with which beginning readers
acquire it (Ellis et al., 2004; Seymour et al., 2003), or the ease with which fluent
readers access the words that they know (Katz & Frost, 1992; Paulesi, 2006). Within
an orthography, adult readers are faster to identify words with regular orthographical
patterns versus irregular ones and this difference is greater for words that are less
familiar (e.g., Katz et al., 2005; Van Orden, 1990); other research shows that target
letter identification is easier/faster when the letter string that contains the target is
a word, versus nonword (e.g., Reicher, 1969; Wheeler, 1970). The ability to account
for such effects is the minimum bar that must be cleared by any model of visual
word recognition.

Models of written word recognition

What follows is an admittedly incomplete and superficial survey of written word
recognition models. The aim of such implemented models is to capture details of
connections between single word recognition in print and speech modalities. A
related issue, that of how to understand the relationship between lexical access
and fluent reading of connected text, is discussed in the following section. A
recurring theme in most models of visual word recognition is the presence of two
modes of access to a lexical representation, given a particular orthographic stim-
ulus. This dual path characteristic seems critical to accounting for the influence of
certain lexical characteristics on the time course of word identification. The typical
goal of a model is to predict human response times or accuracies for experimental
tasks like word naming or lexical decision. In a typical naming task a participant is
presented with the written representation of a single word and their charge is to
describe pronounce it quickly and accurately. In a lexical decision task the
Orthography, Word Recognition, and Reading

Participants' given an orthographic string, which may or may not represent a real word in the language at issue. Their task is to make a speeded judgment for each item as to whether or not it represents a real word and to press a button indicating that choice. A model's ability to emulate typical human performance is determined by how well it can predict whether or not a string of letters will be judged as a real word. We refer to this judgment as a string's Real Word Likelihood (RWL).

In the early days of mechanistic word recognition models, Morton proposed a specific model of visual word recognition that is based on sensory input and contextual information. Morton (1969) argued that the mental lexicon can be thought of as a complex model that integrates sensory and lexical processes. Morton's model assumes that the mental lexicon contains a set of stored words, each of which is associated with a set of sensory features. The model predicts that a word is recognized when the sensory features of the input are matched to the sensory features of a stored word.

Orthography, word recognition, and reading are closely related processes. Orthography refers to the written form of language, while word recognition involves the ability to identify and decode written words. Reading, on the other hand, involves the ability to comprehend and understand written text. Orthographic processes play a crucial role in word recognition and reading, as they enable the mapping of written symbols to their corresponding sounds and meanings. Understanding these processes is essential for developing effective reading instruction and interventions.

In this section, we will explore the role of orthography in word recognition and reading, focusing on the mechanisms that underlie these processes. We will also discuss the implications of these mechanisms for educational practices, with a particular emphasis on the development of reading skills in students with reading difficulties.
capable of simulating skilled reading only; it is not a model of reading skill acquisition. However, mechanisms have been proposed for learning of grapheme-phoneme correspondence rules (Coltheart et al., 1993; Pritchard et al., 2016). The path to the lexicon by way of assembled phonological representations, while indirect, has the advantage of allowing access to words that are part of a reader’s speech vocabulary, but whose orthographic representation is unfamiliar. It may also be critical to the ability to learn entirely new words from print (De Jong & Share, 2007; Share, 1995, 2011). Assembled phonology has the disadvantage, more so for some orthographies than others, that if a word’s orthography—phonology mapping is inconsistent with the regular patterns for the orthography, then it may be difficult or impossible to derive a phonological form that is sufficient to support lexical access.

The DRC approach differs from the Logogen approach in that DRC models are cascaded, organized such that the output of each subprocess in a model is a set of continuous values that are always available for processing at the next level (McClelland, 1979). So DRC models provide for graded lexical activation across levels of processing. Word detection is neither thresholded nor all-or-nothing with regard to making lexical information available for subsequent processing. Further, consistent with the Interactive Activation Model (IAM) of printed word detection (McClelland & Rumelhart, 1981), information flow between subprocesses in the DRC can be bidirectional. The IAM and the DRC are explicit in representing words as nodes. As such, they can be considered symbolic systems. Nodes in the DRC are vaguely similar to logogens in the sense that, for each word in the lexicon, there is an individual node uniquely responsible for reflecting the current state of evidence for that word. Unlike logogens, this evidence is available to other subprocesses on a continuous basis (McClelland & Rumelhart, 1981; Coltheart et al., 2001).

A fundamental premise of the DRC is that expert readers use both lexical and assembled phonological pathways to the lexicon during word recognition. Assembly of accurate phonological representations on the basis of orthographic input requires that the word under consideration conforms to the regular spelling patterns of the orthography. The assembled pathway will allow for the construction of a phonological representation even in the absence of a lexical entry, necessary when the word is unknown (perhaps a pseudoword); the assembled phonological representation can serve for naming the novel item. For known words, both pathways will be available. The lexical route provides a means to access a stored phonological representation without having to assemble it entirely on the fly. This is advantageous when a word’s spelling does not conform to the regular spelling patterns for the orthography. However, it should be observed that an instance of phonological access in the DRC for the purpose of reading a known word aloud is not the result of a winner-take-all “race” between assembled and lexical routes, but rather a product of both (Coltheart et al., 2001; Frost, 1998). In human performance, words whose spellings are in conflict with the regular spelling patterns of an orthography (irregular or exception words) result in longer reaction times for naming and identification, and trigger more errors than words with rule-governed spellings (Andrews, 1982; Treiman et al., 1995), and the DRC captures these effects, as well as an effect decision.

The DRC approach provides a better approach to the orthographic model which is not so clear. If it’s difficult to see the orthography in the DRC approach, the DRC captures this effect. However, the DRC approach has been shown to be more effective in certain conditions.
these effects. This conjoint influence of the two paths, and their distinct mechanisms, allows for established lexicality effects in word and nonword naming, and also an explanation for the effect of spelling regularity being less evident in lexical decision than in word naming (e.g., Hino & Lupker, 2000; Andrews, 1982).

The DRC model was developed specifically to account for facts of printed word recognition in English, and it has been extended with some success to other alphabetic orthographies (Ziegler et al., 2000; Ziegler et al., 2003). However, Coltheart et al. (2001) aver that “The Chinese, Japanese, and Korean writing systems are structurally so different from the English writing system that a model like the DRC model would simply not be applicable” (p. 236). The bases for parts of this claim are questionable: Korean Hangul is a fundamentally alphabetic orthography and so it's difficult to see why the DRC should not be expected to cover it. Regardless, Coltheart and colleagues make the strong claim that reading in alphabetic orthographies proceeds via altogether different mechanisms than reading in non-alphabetic orthographies. An overview of the development, structure and capabilities of the DRC can be found in Coltheart et al. (2001).

The Triangle Model (TM) of Seidenberg and colleagues (1989) is yet another influential framework for understanding word identification processes. It follows on earlier interactive models of word recognition (McClelland, 1979; McClelland & Rumelhart, 1981; Rumelhart & McClelland, 1982) and is strongly committed to non-symbolic lexical representations. Words are encoded as distributed patterns of activation in a connectionist network; there are no lexical nodes representing individual words, as exist in the DRC. The basic TM has seen several revisions since its introduction. In all versions, printed word identification proceeds through a combination of direct connections between orthography and semantics, and a phonologically mediated pathway from orthography to phonology to semantics. Orthographic input initiates patterns of activation that flow simultaneously through each pathway. Any given input will engender a distributed representation consisting of phonological, semantic, and orthographic information that corresponds to a lexical identity. Phonological access for both words and nonwords arises via the same pathways in the network. Flow of activation through the network from orthography to phonology can be viewed as roughly analogous to the lexical and assembled routes of the DRC (Harm & Seidenberg, 1999; Harm & Seidenberg, 2004; Plaut et al., 1996). However, the distributed nature of lexical representations in the TM stands in distinct contrast to the DRC, with its local unitary representation of memorized word forms and production rules for decoding novel words. Further, the TM relies on the single mechanism of spreading activation through a connectionist network to derive its explanatory power.

A crucial difference between the two approaches is highlighted by considering the difference between orthographic regularity in the DRC, a categorical distinction among words, and orthographic consistency in the TM, a continuous graded property of words. The spelling of a word is either regular, its pronunciation is correctly determined by grapheme—phoneme correspondence rules, or not (MINT is regular; PINT is not), while orthographic consistency is graded in the sense that it can take values between 0 and 1. For example, the English spelling pattern -INK
is consistent in that only one pronunciation is possible (e.g., rink, fink, mink), whereas the spelling pattern -AVE is not (save, pave, etc., versus have). Consistency of a word is typically defined over its orthographic neighborhood, which is to say those words that are spelled similarly to it (Glushko, 1979). The -INK neighborhood is perfectly consistent, while the -AVE neighborhood is less so. Another important difference between the TM the DRC model is that the former directly incorporates a learning mechanism that allows it to induce regularities in orthographic mappings, rather than relying on a set of pre-specified correspondence rules (Seidenberg & McClelland, 1989).

It is interesting to note that orthographic consistency may have a relatively straightforward analog in the Mandarin morpho-syllabary. There, consistency can be defined as the congruence in pronunciation among characters sharing a phonetic component (Shu et al., 2003). Several studies have reported effects of consistency, thus defined, on character naming that seem to cohere with more established results from word naming in alphabetic orthographies (e.g., Hsu et al., 2009; Lee et al., 2004; Li et al., 2011). One recent effort to fit data from readers of Chinese using a modification of the Triangle Model has also met with some success. There, Yang and colleagues (2009) used a connectionist model to predict an interaction between frequency and consistency in Chinese word (character) naming, similar to that found in English word naming, in addition to an effect of regularity peculiar to Chinese. Data from a behavioral study of character naming by Chinese speakers subsequently confirmed their predictions (Yang et al., 2009).

Variations on the Dual Route Cascaded Model and the Triangle Model are perhaps the strongest rivals among implemented mechanistic models of visual word recognition, with the edge going to the TM due to its explicit incorporation of a learning mechanism and to its stronger potential for applicability across writing systems. Yet, it must be acknowledged that most work toward understanding the reading process has focused on word recognition in alphabetic writing systems and more often than not rather explicitly on reading English (Share, 2008). That is certainly true of most of the research involving the models described in the preceding paragraphs. However, as Share observes, the English orthographies are rather unusual among alphabetic writing systems, being especially deep orthographies. Inferences derived from research on English speakers may not generalize well even to other alphabetic systems, and generalization to other types of writing systems is even more questionable. Share (2014) raises a somewhat related issue that he calls “alphabetism” in reading research. Alphabetism is the often unspoken assumption that alphabetic writing systems are inherently superior to those built around other design principles (e.g., syllabaries, morpho-syllabaries, alphasyllabaries). As Share observes, this assumption has been largely unexamined and seems to stem from a European bias in the reading research literature. As we have seen, orthographies show considerable diversity, and some researchers have questioned whether a unified account of reading across languages and orthographies is even possible (cf. Coltheart et al., 2001). Both issues call for a better understanding of the diversity of writing systems and their implications for the process of visual word identification and reading in general.
The Lexical Constituency Model (LCM) reflects the recent move toward extending the coverage of mechanistic models of word recognition beyond alphabetic writing systems (Perfetti et al., 2005). The model is motivated by emerging evidence that Chinese readers are sensitive to the phonological information provided by their writing system, that activation of phonological information by character graphemes can be as fast and automatic as activation of semantic information (Zhang & Perfetti, 1993; Perfetti & Tan, 1998; Xu et al., 1999). In the implemented version of the LCM, inputs are encoded representations of characters. These connect to an orthographic level of representation, which itself has direct connections to a semantic level of representation and to a phonological level, the latter with separate encoding of syllabic onset (all phonemes in a syllable up to, but not including the vowel) and rhyme (those phonemes from the vowel onward) and tone. Further pathways also connect semantics to the syllable components represented in the model’s phonological level. It bears repeating that a crucial difference between activation of phonological information by way of Chinese orthographies and similar initiation of phonological processing in alphabetic writing systems is that in Chinese the phonological units mapped to graphemes are syllables, not phonemes. So, any phonological route to the lexicon cannot proceed by way of phonological assembly of phonemic constituents, as is presumably the case with alphabetic systems. Therefore, Perfetti et al. (2005) make the assumption that written word identification necessarily includes “the recovery of a phonological object and its associated nonphonological components,” (p. 46) even for writing systems like those used in Mandarin and other Sinitic languages. Perfetti (2007) reiterates the widely held notion that the mental representation of a word consists of an intersection of phonological, semantic and orthographic information. This general view is consistent with both distributed (e.g., the Triangle Model) and symbolic models (e.g., the DRC Model) of written word identification, including the Lexical Constituency Model. Under this view, the process of word recognition, or lexical access, becomes that of using available evidence, in the form of a reader representation, to recover additional task-relevant components of a target word’s lexical representation (Perfetti et al., 2005).

These models and others focus on visual recognition of individual words. At the same time, it must be acknowledged that comprehension of connected text necessarily involves additional work beyond word recognition including, at least, derivation of syntactic (e.g., Rayner et al., 1983; MacDonald et al., 1994; Frazier & Clifton, 1997; Hale, 2003) and ultimately discourse representations (e.g., Kintsch & Kintsch, 2005; Marslen-Wilson et al., 1993; McKoon & Ratcliff, 1988). The Dual Route Cascaded, Triangle and Lexical Constituency frameworks focus on word recognition, treating post-lexical integration as a black box with the assumption that whatever mechanisms are responsible for syntactic and discourse processing of spoken language are used also for print language input. Any potential differences in print and speech processing above the level of the word would seem to derive from the fundamental contrast in the temporal persistence of print and speech signals, a distinction that is independent of any specific orthography.
Models of gaze behavior during reading

In order to read connected text, a necessary sequel to visual recognition of individual words is the scanning behavior that moves the eye from one word to the next as the linguistic content of the text is processed. Scanning serves to move words across the fovea, the highest resolution portion of the visual field, for optimally efficient word recognition (Inhoff, 1989; Rayner, 1975; Rayner et al., 1982). The fovea extends about 2° through the most central portion of the visual field, while a region of lesser acuity, the parafovea, extends another 3° beyond the foveal limit. Words are identified more quickly and accurately in the foveal region, although information useful to the reader can be obtained for text in the parafoveal region as well (Rayner & Morrison, 1981). For example, spaces indicating word boundaries are readily detectable in the parafovea (Sheridan et al., 2013; Slattery & Rayner, 2013). Gaze patterns over text are characterized by two distinct phases: fixation, in which the point of regard is relatively unchanging, and saccade, which is a rapid shift of gaze from one position to the next (Rayner, 1998). Several models have emerged in which details of the coordination of gaze behavior with word recognition processes are proposed to explain facts about the nominal durations of gaze on each word as well as the distribution of fixation locations within a text.

There is some controversy as to whether eye movements are directly regulated by cognitive dictates of linguistic processes (Engbert et al., 2002; Reichle et al., 1998), or whether surface perceptual features of the text (visual features at the script level) are the primary governors of gaze patterns (McConkie et al., 1994; Reilly & O'Regan, 1998). In the first instance, linguistic processes like word recognition or contextual integration have a direct role in driving gaze behavior, while in the latter case linguistic processes serve only to modulate gaze behavior that is primarily driven by low-level visual information, word length inferred from spaces between words, for example. Nonetheless, it is well-established that gaze patterns over text are influenced by text characteristics, from lexical to syntactic to pragmatic, as well as reader characteristics like decoding skill (Summarized in: Rayner et al., 2006; Staub & Rayner, 2007; Rayner et al., 2013). The cognitively oriented model E-Z Reader model, which gives a direct role to linguistic processing (lexical access and contextual integration) in determining the timing and location of fixations over text (Reichle et al., 1998), will be the focus of this section.

Reichle et al. (1998) introduced the E-Z Reader framework, or family of models, with the goal of accounting for interactions of visual processing, attention, and lexical processing in guiding the eye movements of readers (Reichle et al., 2006). It is important to understand that E-Z Reader models do not aspire to provide deep accounts of word identification, sentence parsing, or eye-movement control, but instead should be seen as an account of how the relationships among these processes drive the location and timing of eye movements over print. A central feature of the E-Z Reader framework, is that attention for the purpose of lexical access is allocated serially, to one word at a time. Lexical access is modeled as a two-stage process: a “familiarity check” presumed to focus on recognition of formal properties of the word (phonology) begins when attention is allocated to its visual form and semantically specific locations. Reading more difficult text, typographic processing is more complex, a function of more reading experience.
visual features; a subsequent “completion” stage involves retrieval of syntactic and semantic properties of the word from memory (Reichle et al., 2009). More specifically, the second stage can be seen as representing some minimal amount of processing that must be carried out for the current word before attention can be shifted to the next. Two factors influence lexical access times in the various E-Z Reader models. Word frequency, estimated through corpus counts, stands proxy for general lexical properties (e.g., familiarity, consistency). Predictability in context, typically operationalized as cloze probability, can be seen as an estimate of difficulty associated with integrating a word into its syntactic and semantic context. In earlier versions of E-Z Reader, post-lexical integration of a word into preceding context was not handled separately from the completion phase of lexical processing; whereas contextual integration receives more explicit treatment in more recent models (Reichle et al., 2009).

A second key feature of the E-Z Reader framework is its decoupling of saccadic programming and execution, and lexical processing. Once the familiarity check is complete, saccade programming proceeds in parallel with the completion phase of lexical access. This sets up a race between substantial completion of lexical access and completion of the motor program which shifts gaze to the next point of regard. Design of the model is such that lexical access is sufficient to release attention always finishes before saccade programming. Upon completion of lexical access, attention shifts covertly to the next word, while gaze lags somewhat. The first stage of lexical processing begins as soon as a word becomes the focus of attention. Variation in the magnitude of the lag between attention and gaze as they step through a text is a function of the difficulty of processing the current word, \( n \). When \( n \) is difficult, low frequency or low predictability, then the lag is shorter and so the duration of pre-fixation attention devoted to the subsequent word is shorter. This variable lag is the mechanism by which the model accounts for “spillover” effects such that fixation time on word \( n+1 \) is influenced by properties of word \( n \) (Just & Carpenter, 1978; Rayner et al., 1989; Warren et al., 2011).

In E-Z Reader, the time needed for saccade programming is a function of two random variables with fixed parameters, the first corresponding to a labile phase of programming, wherein the program can be influenced by external factors, and the second to a non-labile phase. Paralocal processing of a word can also play a role in the timing of eye movements (Sheridan & Reichle, 2015). In general, the choice of where to move the eyes is a function of the optimal viewing location of the next word (McConkie et al., 1988; McConkie et al., 1989; Vitu et al., 1990), plus a stochastic component to emulate error in the oculomotor program. Word skipping behavior can also be simulated by the model; E-Z reader will cause word \( n+1 \) to be skipped if its familiarity check finishes before the labile portion of the saccade program to shift gaze from word \( n \) to \( n+1 \) is complete. In this case the program to fixate word \( n+1 \) is canceled and replaced by a new program to shift gaze to word \( n+2 \) (Pollaiusek et al., 2006; Reichle et al., 2012). Simulations with E-Z Reader models by Reichle and colleagues discussed above have reproduced a number of benchmark phenomena from studies of gaze behavior in reading alphabetic orthographies, including effects of word frequency (e.g., Gong et al., 2016; Just & Carpenter,
Language comprehension and reading

Language comprehension is the product of external sources of information, both linguistic and contextual, interacting with internal knowledge and processes. Regardless of whether the input modality is auditory or visual, the complexity of information and processes that generate a percept of linguistic meaning contribute to a state of affairs where, of necessity, theorists typically focus on generating testable models of component systems (e.g., lexical structure, lexical access, syntactic processing, discourse representation), rather than on soup-to-nuts models of comprehension as such. Some components of a comprehension model may represent greater theoretical and methodological challenges than others, or simply be better developed for a variety of reasons.
It will also be worthwhile to consider Gough and Tunmer's Simple View of Reading (SVR; 1986; Tunmer & Chapman, 2012), which has been influential in framing work on development of reading comprehension and its connections to oral language comprehension and visual word recognition. The Simple View states that comprehension of written language is the product of two capacities: the ability to decode, or to access lexical representations by way of their print forms, and the capacity for general language comprehension (typically operationalized through measures of oral language comprehension). If an individual has good oral language skills, but no familiarity whatsoever with their language's written form, then they will have no ability to read; if decoding skill is less than perfect this will impose real limits on the ability to comprehend language in its printed form. Conversely, if an individual has good decoding skills (visual word recognition skills), then their ability to comprehend print will be limited by their ability to comprehend language in general, where the constraints may arise from limits on specific vocabulary or lack of familiarity with complex grammatical structures or discourse devices. Regardless, the SVR holds that the single crucial difference between efficient processing of written versus spoken language lay in the input modality of words. Once words are recognized, subsequent processing proceeds in the same manner regardless of whether the original modality was visual or auditory; the mechanisms involved in parsing, mental model construction and inferencing are essentially amodal.

In this connection, Braze et al. (2011) present evidence from a neuro-imaging study of sentence processing in print and speech. They used functional magnetic resonance imaging to examine brain activity in experienced readers while they read or listened to matched sentences that were designed to challenge specific aspects of comprehension; input modality was a within-subject manipulation. The brain regions engaged by challenging materials, largely confined to the left inferior frontal gyrus and the left posterior superior temporal gyrus, correspond approximately to regions that previous studies had identified as being sensitive to differences in sentence complexity (e.g., Constable et al., 2004; Michael et al., 2001). Additional analyses confirmed that predominantly left-hemisphere frontal and temporal regions responded in a similar way to comprehension challenges posed by the experimental sentences regardless of whether they were presented in printed or spoken form. Their findings support the existence of an amodal language system, which integrates linguistic inputs arising from different modalities such that speech and print engage a common underlying code (Braze et al., 2011; also see: Frost et al., 2009; Shankweiler et al., 2008).

There has been considerable work indicating that the two components of the Simple View, decoding and language comprehension, are correlated but nonetheless distinct capacities for a variety of populations and developmental stages (e.g., Braze et al., 2007; Braze et al., 2016; Catts et al., 2006; Dreyer & Katz, 1992; Joshi & Aaron, 2000; Landi, 2010). The SVR also makes an interesting prediction with regard to developmental changes in the specific contributions of oral language comprehension capacity and decoding skill. In early grades, where children are still learning to read, reading comprehension is clearly limited by a child's
decoding skill, but as printed word recognition skills become automatized the importance of general language skills as a constraint on reading comprehension will increase and the importance of decoding skill as a limiting factor will decrease. The body of work in this area seems to confirm that supposition (e.g., Gough et al., 1996; Garcia & Cain, 2014). So, the idea that mechanisms of language processing are largely independent of input modality should be qualified by the impact of differences in reading skill regardless of the details of language or orthography.

**Conclusion**

Orthographies differ from one another in terms of their scripts, the visual characteristics of their graphemes, and in terms of the nature of the mapping from script to linguistic unit. Orthographic depth, the complexity of the mapping from script to linguistic unit, modulates the ease with which an orthography is learned, and within an orthography the consistency or regularity of a particular orthographic pattern will temper the difficulty with which written words containing that pattern can be recognized. There is some hope for a unified cross-orthography account of visual word recognition, although details of how non-alphabetic writing systems (e.g., syllabaries, morpho-syllabaries, alphasyllabaries) may be fit into theoretical frameworks built on a foundation of empirical work on alphabetic reading are not entirely clear. Indeed, there remains a substantial gap in the literature with regard to research on reading and literacy in languages that make use of non-alphabetic writing systems. This euro-centric alphabetism in reading research continues to limit advances in our understanding of the potential for literacy as a universal human capacity.
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