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Introduction

Speech perceivers are informational omnivores. Al-
though the acoustic medium provides necessary and
sometimes sufficient information for phonetic percep-
tion, listeners use other sources as well. The surface
of the speaking face provides surprising amounts of
phonetic information (e.g., Yehia & Vatikiotis-Bateson,
1998), at least some of which observers use when it is
available. In noisy settings, perceivers who can see the
face of a speaker achieve more accurate percepts than
those who cannot (e.g., Sumby & Pollack, 1954). More-
over, given appropriate dubbings of acoustic syllables or
words onto visible facial gestures for other syllables or
words, perceivers integrate information from the
two modalities (the McGurk effect; e.g., Brancazio, in
press; Massaro, 1998; McGurk & MacDonald, 1976). For
example, acoustic ma dubbed onto visible da is identi-
fied predominantly as na, an outcome that integrates
visible information for place of articulation with
- acoustic information for manner and voicing. This out-
come can be phenomenally striking; people hear one
‘ lable with their eyes open and a different one with
C thClr eyes closed.
Another perceptual system that provides useful infor-
tion about speech is the haptic system. Some individ-
Hals who are deaf and blind have learned to talk by
@ngcing their hands on the face of (and, in Helen
!S@ller’s case, sometimes in the mouth of) a speaker
: ’(Lash, 1980; Chomsky, 1986). Moreover, naive normally
i§§§mg and hearing individuals show a haptic version of
;!}hg‘MCGurk effect. With hands in surgical gloves placed
,gijr the mouth and jaw of a speaker as the speaker
s§9mhs §a, perceivers increase identifications as ga of

Hliables along an acoustic continuum ranging from ba
to g2 (Fowler & Dekle, 1991 ).

0w should we understand speech perception such
ﬁ;ghOnetic perception can be achieved in all of these
;_E?;hanalogou§ question arises whe-n we cAonsider
v Production as perceptually guided action. We

Gan i . : .
e U consider speech production guided by the

perception of one’s own speech. When speakers’ own
acoustic signals are fed back transformed in some way,
their speech is affected. For example, in the Lombard
effect, speakers increase their vocal amplitude in the
presence of noise (e.g., Lane & Tranel, 1971). When
feedback about vowel production is transformed
acoustically, speakers change the way they produce vow-
els as if in compensation (Houde & Jordan, 1998).
Hommel, Misseler, Aschersleben, and Prinz (in press)
raise the more general question, how can percepts com-
municate with action plans? Aren’t they coded in differ-
ent ways, percepts as representations of features of the
stimulus input and action plans as some kind of motoric
specification? How should we understand speech pro-
duction and speech perception such that perceived
speech can affect produced speech?

Finally, a related question arises when we consider
speech as a communicative activity taking place be-
tween people. In cooperative conversations, speakers
may converge in their dialects, vocal intensity, speaking
rate, and rate of pausing (see Giles, Coupland, &
Coupland, 1991, for a review). More generally, listeners
perceive the phonological message that talkers meant
to convey. Speakers talk by producing actions of vocal
tract articulators. Ultimately their speech action plan
must be to produce those actions. For their part, listen-
ers receive acoustic speech signals, signals that have
acoustic, not motoric, features. How can speakers com-
municate with listeners? How can we understand speak-
ing and listening such that a perceived dialect can affect
a produced one, and so, more fundamentally, that a
listener can perceive a talker’s phonological message?
Each of these questions is addressed in this chapter.

Cross-modal speech perception

I consider four approaches to an understanding of
cross-modal speech perception. Of these, three invoke
the need for a “common currency,” that is, a common
kind of representation or percept that can be achieved
by the different modalities. Effectively, in these ap-
proaches, information integrates across the perceptual
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modalities, because it is information about a common
object or common event. Likewise, perceptual informa-
tion can affect action because perception and action
planning share a common currency. The fourth ap-
proach is quite different. It proposes integration by fiat.
Information acquired cross-modally integrates because
templates for speech percepts in the head associate
compatible features acquired by different sensory
modalities. Perceived information can communicate
with action planning for unspecified reasons.

One approach, derived from Meltzoff and Moore’s
(1997) AIM (active intermodal mapping) hypothesis,
suggests that speech perceivers achieve a supramodal
representation of a speaker’s utterance—a representa-
tion, that is, that somehow transcends the sensory mo-
dalities from which it derives. It is the supramodal na-
ture of the representation that allows integration of
information derived from different perceptual modali-
ties. A supramodal representation of speech that is com-
patible with the supramodal representations proposed
by Meltzoff and Moore is of vocal tract organs and their
actions.

Two other approaches share one idea about speech
perception but disagree on another. According to both
the motor theory of speech perception (Liberman &
Mattingly, 1985, 1989; Liberman & Whalen, 2000) and
the directrealist theory (Best, 1994; Fowler, 1986,
1994), speech perceivers perceive the linguistically sig-
nificant actions (“gestures”) of the vocal tract that occur
during speech. Gestural percepts are achieved regard-
less of the perceptual modality that provides informa-
tion about them. This proposal is compatible with the
extension of AIM to speech, as Jjust proposed.

In the motor theory, these gestural percepts are effec-
tively representations of gestures that are generated in a
module of the brain specialized to extract them from
perceptual information. These gestural representations,
like the supramodal representation of an AIM hypothe-
sis, provide a common currency that allows information
to be integrated across, for example, the acoustic and
optical modalities (and to be integrated across sensory
modalities and motor production systems). I will refer
to these representations as amodal, because they are
motoric rather than perceptual in nature.

In direct-realist theories of perception (e.g., Gibson,
1979), perception is not mediated by representations.
Rather, perceptual systems universally use structure
in media that stimulate the sense organs (e.g., pattern-
ing in reflected light for vision and patterning in air
for hearing) to perceive the world of distal objects
and events directly. Information is integrated across the
perceptual modalities because it is information about a
common object or event. Speech perceivers perceive
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gestures because that is what information for
event, whether it is acoustic, optical, haptic, or Proprie.
ceptive, is about. In this case perception is Amody|
because it is direct perception of events in the world,

In all of these accounts integration occurs becayse
the representations or the percepts are uniformly of dis.
tal properties of the world, not of the proximal stim,.
tion that the sense organs intercept. However, the
fourth account of integration discussed in this Chapler
does not invoke the idea of common currency. Insteaq
speech percepts achieved auditorily are cued by acoustic
features and those achieved optically are cued by visip)e
speech gestures (e.g., Massaro, 1998). The informatioy
integrates despite the fact that acoustic features are fe,.
tures of the proximal stimulus, while optical featyres
are properties of the distal event—even in the absence
of a common currency—because possible speech per.
cepts are represented mentally associated with both the
acoustic cues and the visible gestures that provide
information about them. In the following discussion,
I elaborate on each of these four theoretical ideas.

4 Speech

SPEECH PERCEPTION AS SUPRAMODAL  Meltzoff and Moore
(1997, 1999) proposed their AIM hypothesis to explain
the remarkable propensity and ability of newborns to
imitate facial gestures. Infants do not necessarily imitate
accurately right away. They typically get the organ—
tongue or lips—right immediately, but they may not get
the gesture right. However, they keep trying and keep
refining their own gestures to approximate more closely
those of their model over many repeated attempts.
Within hours of being born, infants will imitate a
tongue protrusion gesture by an adult (Meltzoff &
Moore, 1977). (Imitations are identified as such by
coders of videotapes of the infants who are blind to the
particular gesture that an infant saw. They use pre-
established criteria to classify the infants’ facial gestures.)
It has been found that tongue gestures by infants are
more likely to occur when the adult model s producing
or has just produced a tongue gesture rather than a lip
gesture. In contrast, lip gestures by infants are more com-
mon in response to modeled lip gestures than to tongue
gestures. How do the infants do it? As Meltwzoff and
Moore (1997) point out, the infants can see the model’s
gesture, but not their own. They can proprioceptively
feel their tongue, say, and any gesture that they produce
with it, but they cannot feel the model’s tongue or its ges-
ture, Accordingly, they must have some way of relating
information acquired by different sensory modalities.
Meltzoff and Moore (1997, 1999) propose that per-
ceivers, including young infants, establish “supramodal
representations” of bodily organs and their interrela-
tions (eg., a tongue protruded between teeth). These
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representations in some way transcend the sensory
modalities, providing a single framework within which
information acquired from different perceptual modal-
ities can be compared and contrasted. The representa-
tions transcend the modalities by representing the dis-
tal world of objects (e.g., tongues) and events (e.g.,
pro[rusion gestures) rather than the proximal world of
sensory stimulation. That is, given optical proximal
simulation caused by a tongue protrusion gesture, the
infants represent not a reflected-light structure but a
protruding tongue. Given proprioceptive proximal
stimulation caused by their own tongue and its action,
they represent not proprioceptive “raw feels” but a
tongue in action. Because both modalities yield these
representations of distal events, components of the
events perceived in different modalities (e.g., tongues)
can be compared and identified as equivalent.
Vocal imitation, which infants also show from a young
age (by 12 weeks of age in Kuhl & Meltzoff, 1996),
Meltzoff and Moore suggest is based essentially on in-
tramodal comparisons. This may appear to pose less of a
challenge to understand than the cross-modal imitation
of facial gestures. However, vocal imitation and infant
speech perception more generally pose some very inter-
esting challenges to theorists. It is likely true that vocal
imitation depends most heavily on intramodal compar-
isons. (However, Kuhl and Meltzoff’s model was visible
to the imitating infants.) Nevertheless, even in that case
the infant solves a rather large problem. There is no way
that an infant can come close to reproducing the
acoustic signal of an adult model, even setting aside the
fact that 12-week-old infants are unskilled speakers. This
is because an infant has a tiny vocal tract and an adult
has a large one. Accordingly, the fundamental frequen-
cies of infant vocalizations and the formant frequencies
of the vowelike sounds they produce at 12 weeks are
much higher in frequency than those of an adult.
Infants could not imitate by achieving an acoustic match
1o adult vowels even if they were skilled enough to pro-
duce the same vocalic gestures as an adult. On what
F)asis does the infant detect correspondences between
s productions and those of other speakers? Even in-
tramoga comparisons require establishment of a com-
fon currency that allows abstract equivalences in events
10 be detecteq.
In any case, infant speech perception itself is not uni-
foda] (Just as infants’ perception generally is cross-
ol e, Bahrick, 1987; Bahrick & Watson, 1985;
Pelke, 1979). In research by Kuhl and Melizoff (1982
19,83;) }i"I?;CKain, Swddert-Ks:nncdy, S_pieker, & Stern,
{]-c'in’ lzhants looked at two films s:howmg a speaker pro-
Hlslgwh'e vowel they heard 'bemg produced. In the
> Which were presented side by side, one speaker
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mouthed /i/ and the other mouthed /a/. If the acoustic
vowel was /a/, infants looked longer at the visible /a/
than at the visible /i/; they looked longer at the visible
/1/ if the acoustic vowel was /i/ rather than /a/. Kuhl
and Meltzoff (1988) report replicating the finding with
the vowels /i/ and /u/.

Compatibly, Rosenblum, Schmuckler, and Johnson
(1997) reported finding a McGurk effect in 5-month-old
infants. They used a procedure in which discrimination
is assessed with a looking-time habituation procedure.
As long as infants watched a video display, they heard
a sound being produced. When they looked away, the
sound stopped. In such circumstances, when the same
sound is repeated over trials, once the infants detect the
contingency between their looking and the presentation
of a sound, they look for a long time initially, but over
trials their looking time decreases. For infants in ex-
perimental conditions, following habituation to the first
sound (indexed by a criterion decrease in looking time),
anew sound accompanies the video display. If the infant
discriminates the sound, looking time increases again; if
he or she does not, looking time remains at a low level
or decreases further. Infants in a control condition
receive the same sound before and after habituation.
Rosenblum et al. used a face mouthing /va/ as the video
display and, during habituation, a /va/ acoustic syllable.
After habituation, infants in the experimental group re-
ceived (on alternate trials) video /va/ accompanied by
audio /ba/ or video /va/ accompanied by audio /da/.
(Adults hear the first pairing as /va/ but the second as
/da/.) In the experiment, infants increased their look-
ing time (relative to no-shift control infants) only when
the acoustic signal was /da/. A subsequent experiment,
in which an unmoving face accompanied the same
acoustic syllables as in the first experiment, yielded a dif-
ferent pattern of looking-time changes. In the presence
of an unmoving face, adults should hear the prehabitua-
tion syllable as /va/ and the posthabituation syllables
as /ba/ and /da/. In this experiment, infants’ looking
times increased relative to the no-shift condition only
on /ba/ trials. Accordingly, the experimenters inferred
that the result pattern in the first experiment was not
due to acoustic /ba/ sounding less different from /va/
than acoustic /da/. Rather, infants experienced cross-
modal integration such that video /va/-audio /va/ and
video /va/-audio /ba/ sound the same, just as they do
for adult listener-viewers.

These findings raise questions very much like those
posed for infants who imitate visible facial gestures.
In Kuhl’s research, how do infants know which facial
speech gestures match which acoustic vowel? In the
research of Rosenblum et al., how are optical and
acoustic speech displays perceived such that the infants
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experience cross-modal integration? There has to be a
way to compare information acquired in two different
perceptual modalities,

Meltzoff and Kuhl (1994; cf. Meltzoff, Kuhl, &
Moore, 1991) propose that the basis for infants’ cross-
modal integrations is a learning process in which in-
fants come to associate vocal gestures and their auditory
outcomes during cooing and babbling when they both
see and hear speech. These associations permit integra-
tion of audiovisual information such as that provided by
Kuhl and Meltzoff (1982) and Rosenblum et al. (1997).
It may also serve imitation of speech, as observed
by Kuhl and Meltzoff (1996). Given a (normalized)
acoustic signal produced by a model speaker, infants
can use the associations to determine which gestures
will generate the equivalent infant vocalization,

This proposal is not analogous to the proposal that
Melwzoff and Moore (1997, 1999) developed to explain
infants’ cross-modal identification of facial gesture
equivalences. A Proposal analogous to the AIM hypoth-
esis would be that cross-modal speech perception im-
plies establishment of supramodal representations of
what it looks like and sounds like to produce a particu-
lar sequence of gestures. What would such a represen-
tation be like? Meltzoff and Moore propose that
supramodal representations supporting facial gesture
imitation are representations of real-world—that is,
distal—objects (organs) and events (gestures). That is
what unites the perceptual input from different sensory
modalities. We need an idea like that of Meltzoff and
Moore for speech perception. The real-world events of
phonetic speech production are, as they are for facial-
gesture production and perception, actions of organs of
the vocal tract. Facial gestures and speech gestures are
alike in this respect. They differ in two ways. Speech
actions cause patterning, and not only in the optic array
and, for the speaker, proprioceptively; they also struc-
ture the air. Moreover, and relatedly, they are linguisti-
cally significant vocal tract actions; we refer to them
as phonetic gestures. If infants (and adults) perceive
phonetic gestures from both acoustic information (e.g.,
Fowler, 1986) and optical information about them, the
ability of infants to detect which of two visible faces
is mouthing the vowel they hear is understandable,

Supramodally represented speech gestures can also
be invoked to account for the findings of Rosenblum
et al. (1997). It is understandable that infants as wel]
as adults integrate optical and acoustic information for
speech if both modalities yield supramodal, distal
percepts—that is, percepts of the speaker’s phonetic
gestures. In that way, gestures specified by one modality
may be compared and, if the information warrants it,
identified with those specified by another.

Note that if infants perceive phonetic
can understand not only their audiovisug]
but perhaps their vocal Imitation skill as
perception provides an abstract equivalenc
that infants must achieve in order to Compare thej, own
vowels with those of an adult. Infants who Perceiye
acoustic /u/ as a high back gesture of the top
pled to a protrusion gesture of the lips wh
produces it can attempt to generate those gestures i,
their own vocal tract based on proprioceptive inforp,,
tion. Likewise, infants can detect the match between the
gestures of /u/ that they hear and the visible lip pro-
trusion of a videotaped speaker producing /y,/ .

Do infants perceive phonetic gestures  (gee
Lewkowicz and Kraebel, Chap. 41, this volume)? T,
experimental data are not in yet, but we do know that
infants integrate information about Speech crogy
modally. We also know that they learn to produce
speech by perceiving it spoken by others and by them.
selves. They must get gestural information from what
they see and hear if perception guides their learning ¢
talk. T'will also suggest next that there is considerable ey.
idence for gesture perception by adults.

gesmres, We
Speech skills
ell. Gestyre
€ of the sort

gue coy.
€n anp aduh

EVIDENCE FOR PHONETIC GESTURE PERCEPTION  The idea
thatlisteners to speech perceive linguistically significant
actions of the vocal tract is central to the account of
cross-modal speech perception that this chapter has of-
fered so far. It is Justified in the AIM-derived account by
the need for a commeon currency that allows perceptual
information to be integrated cross-modally. It is justi-
fied in this and other ways by the two accounts to be pre-
sented next. Nontheless, the idea is considered radical
in the field of speech research,

Here I summarize some of the evidence that gestures
are perceived. The review is brief and incomplete; the
point here is to justify the idea.

Equivalence of cross-modal information This evidence has
already been described. It includes the evidence that
infants and adults integrate speech cross-modally and
that they imitate speech. As Meltzoff and Moore (1997)
propose for facial gestures, there must be a common
currency for percepts achieved by different sensory
modalities to be compared. The obvious domain is that
of distal events—in speech, phonetic gestures.

The rapidity of imitation Luce (1986) points out that
there is canonically a 100 to 150 ms difference in laten-
cies to comparable simple and choice response tasks.
Simple tasks are those in which participants make
speeded responses when they detect an event. The
response does not vary with the event. In choijce tasks,
different responses are made to different events, so the
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Participant needs to do more than detect the occur-
rence of an event to choose his or her response. With ap-
Propriately chosen speech tasks, however, the difference
in latencies can be very much smaller than the canonical
difference, and both sets of latencies are in the range of
canonical simple response times.

Both Kozhevnikov and colleagues (Kozhevnikov &
Chistovich, 1965) and Porter and colleagues (Porter &
Castellanos, 1980; Porter & Lubker, 1980) have
obtained this outcome. Porter and Lubker had partici-
pants “shadow” a model speaker who produced an ex-
tended /a/ vowel followed at an unpredictable interval
by a consonant-vowel (CV) syllable. In the simple task,
participants produced the extended vowel with the
model and switched to a designated syllable (/ba/)
when the model produced a CV. In the choice task, par-
ticipants produced the extended vowel with the model,
and when the model shifted to a CV, the participant
shifted to the same CV. In that experiment, choice
task times exceeded simple task times by only 50 ms.
In a recent replication of our own (Fowler, Brown,
Sabadini, & Weihing, 2003), the difference was 26 ms. In
both experiments, responses were very fast and more
characteristic of canonical simple than choice latencies.
Kozhevnikov et al., Porter et al., and Fowler et al. all
interpreted the findings as demonstrating gesture
perception. If speech perceivers perceive the speaker’s
gestures, then, in the choice condition, the percept
provides instructions for the required response.

The disposition to imitate Infants (e.g., Meltzoff & Moore,
1977) and adults (e.g., McHugo, Lanzetta, Sullivan,
Masters, & Englis, 1985) are disposed to imitate others’
facial gestures, and infants (Kuhl & Meltzoff, 1996) and
adults (Goldinger, 1998) imitate others’ speech. In
infancy, imitation may have the function of helping chil-
dren to acquire culturally appropriate behavior. But the
tendency persists into adulthood. The persistence of
“.nitation may occur because perception generally pro-
vides instructions for action. In speech, instructions for
Pdeucing gestures are perceived gestures.

Cfmﬂ icing and cooperating cues  Generally, if two stimuli
T in two ways acoustically, they are easier to dis-
cMminate thap, jf they differ in just one of two ways. This
N "Otalways the case in speech, however. Fitch, Halwes,
m‘zlcgl]:onf and ALiberH?zm (1930) synthesizefi stimuli
Sleng iitmx'n slit to split by varying two a.CO.u,SUC cues. A
. Onsefn?l between th.e of.fsct of tbe initial /s/. .and
ial form(l) Yavs WE.IS- \'ane.d in duration. In ?ddmon,
Were absen?nl; [ran51t.10ns ?lther followed .the sﬂen.c'e or
Provide inf‘ O}h.a silent “nerva.l and labial transitions
ding re;)rr.nauon for /p/. Fitch et a_l. ﬁ'I‘S[ found
alion between the cues, That is, silence of a
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long enough duration was sufficient, in the absence of
transitions, to yield a split percept, but less silence was
needed if transitions were present. Some amount of si-
lence could be traded for transitions. Next, Fitch et al.
had participants discriminate pairs of the syllables in
which pair members differed in either of three ways. In
the first way, the syllables differed only in the silence du-
ration; transitions were either present or absent in both
members of a pair. In the two other conditions, pair
members differed in both cues. In the “cooperating
cues” condition, one member of a pair had a longer
silent interval than the other, and it had transitions,
whereas the other did not. That is, either both cues sig-
naled /p/ or both signaled its absence. In the “conflict-
ing cues” condition, pair members differed in the same
two ways as in the cooperating condition, but one cue
was swapped between pair members. Now the pair
member with the longer silence lacked transitions
whereas the other pair member had them. The striking
finding was that listeners did discriminate cooperating
pairs better than one-cue-different pairs, but they dis-
criminated the conflicting pairs worse than one-cue-
different pairs. Even though conflicting pairs differed
in the same way as one-cue pairs and differed in one
more way as well, discrimination performance was
worse than in the one-cue condition. This finding was
Very surprising on acoustic grounds but is expected in
gesture theory. In the cooperating condition, one pair
member was a clear splitand the other a clear slit. In the
conflicting condition, often both members of a pair
sounded like split or both like slit. It is not the acoustic
quality of the cues that matters; rather, it is what they in-
form the listener about the presence or absence of a
labial speech gesture. This finding has been replicated
by Best, Morrongiello, and Robson (1981) using a
say-stay continuum. Using a /sa/-/spa/ continuum,
Nittrouer and Crowther (2001) have replicated the

findings only in part. Five-year-olds discriminated one-

cue-different pairs better than two-cue contflicting pairs;
7—year—olds showed no difference, and adults showed
the opposite pattern. However, all three age groups
discriminated cooperating cues pairs better than con-
flicting cues pairs (with the findings for 7-year-olds Just
marginally significant, P = 0.10).
Parsing the speech signal Speech is coarticulated so that
information about different consonants and vowels is
conveyed by the same acoustic structure. For example,
formant transitions provide information ahout bhoth a
consonantal and a vocalic gesture. In this way, gestures
can have converging effects on the same acoustic
dimensions. A good example is provided by fundamen-
tal frequency (fo). Generally, the f, contour provides
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information about intonation (speech melody).
However, it also shows declination, an early to late
decrease in f, along a stretch of speech. In addition,
high vowels are associated with higher f,values than low
vowels, and voiceless obstruents cause a high falling
tone on a following vowel. Research has shown that lis-
teners “parse” effects of distinct gestures from f,. That
is, for /i/ and /a/ vowels to have the same pitch, /i/
has to be higher in f; than /a/ (e.g., Fowler & Brown,
1997). Listeners use the f; that a high vocalic gesture
should have caused as information for vowel height,
not vowel pitch or intonation (Reinholt Peterson,
1986). Declination is also parsed from intontation
(Pierrehumbert, 1979; Silverman, 1987), as are the
effects of stop consonant devoicing (e.g., Pardo &
Fowler, 1997). There are similar findings with regard to
segmental information for coarticulated consonants
and vowels (e.g., Fowler & Smith, 1986). That is, speech
perceivers parse the acoustic signal along gestural lines.

The two remaining accounts of cross-modal percep-
tion share with the earlier AIM-derived account a claim
that listeners to speech perceive gestures.

SPEECH PERCEPTION AS AMODAL: 1. THE MOTOR THEORY
The motor theory of speech perception (e.g., Liberman,

1982; Liberman & Mattingly, 1985) offers an acCom'it
cross-modal speech perception that is similar to the s
countIderived above as an extension of AIM. The moto,
theory was developed to account for evidence su est
ing a closer correspondence between speech Percéi,';
and articulation than between speech perceptionﬁﬁd
the mediating acoustic speech signal. Two findig
spurred development of the theory in the 195¢,
Liberman and colleagues found that intelligible Sto:
consonants (e.g., /b/, /d/, /g/, /p/, /t/, and /K in
English) in CV or VC syllables could be synthesized iy ;.
ther of two ways, each way providing one of two Promi
nentacoustic signatures of a stop consonant. One way,in
CVs, was to provide the formant transitions into the fo
lowing vowel appropriate to the consonant in the con.
text of the vowel. The transitions are produced after .
lease of the consonant as the vocal tract opens up forthe
vowel. The other way was to place the stop burst thatoc-
curs at release of the consonantal constriction Just
before a set of steady-state formants for the vowel.
One critical finding (Liberman, Delattre, Cooper, &
Gerstman, 1954) was that the second formant transi-
tions of synthetic syllables are acoustically quite differ-
ent. As shown in Figure 12.14, that for /di/ is a high
rise in frequency, while that for /du/ is a low fil ‘
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FIGURE 12.1  Schematic display of synthetic syllables /di/ and /du/ (A)
and of /pi/, /ka/, and /pu/ (B), with consonants specified by stop bursts.
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Isolated from the vowel, the transitions are audibly
quite different. However, they are produced by the same
gesture, a constriction of the tongue tip against the alve-
olar ridge of the palate. The acoustic differences arise
from coarticulation, that is, from speakers overlapping
temporally successive consonants and vowels. While the
tongue tip constriction is being produced, the body of
the tongue is conforming itself for the following vowel,
as are the lips if the vowel is /u/. Therefore, after
release of the tongue tip constriction, the vocal tract
opens up into different vowels in the two syllables, and
the formant transitions as well as the steady-state values
of the formants are different. In this ﬁnding, two
markedly different acoustic cues for /d/ caused by the
same gesture (coarticulating with different ones) sound
the same. The percept tracks articulation.

The second finding (Liberman, Delattre, & Cooper,
1952) was complementary. Here, the same stop burst
placed before /i/ or /u/ was identified as /p/,
but when placed before /a/, it was identified as /k/
(Fig. 12.1B). Now the same bit of acoustic signal that,
because of coarticulation with the following vowel had
o be produced by different constriction gestures
_bcfore /a/ than before /1/ or /u/, sounded different
tolisteners. Again, listeners tracked gestures.

The logic by which these findings led Liberman and
lleagues to develop the motor theory of speech per-
tion is shown in Figures 12.24 and B. In the case of
Synthetic /di/ and /du/ the same oral constriction ges-
gives rise, because of coarticulation, to different

ry;f)?e logic by which results of perceptu
Speech Perception,
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critical formant transitions; however, the consonants
perceived, like the gestures, are invariant. In the case of
synthetic /pi/, /ka/, and /pu/, different oral constric-
tion gestures give rise, because of coarticulation, to the
same acoustic stop burst; the consonants perceived, like
the constriction gestures, are different.

In its final or near-final form, the motor theory (e.g.,
Liberman & Mattingly, 1985) proposed that gesture
perception occurs in a module of the brain specialized
for both speech production and speech perception.
Coarticulation in speech is necessary, in the view of
motor theorists, because consonants and vowels have to
be sequenced very fast in order not to exceed the mem-
ory span of listeners during an utterance; however, if
the segments were produced discretely, without coartic-
ulation, the rate at which they occur would exceed the
temporal resolving power of the €ar. Coarticulation
eliminates the discreteness of speech elements, but
it creates a new problem. The relation between the
acoustic signal and the segments that listeners must
recover to identify words is very complex. The phonetic
module evolved to deal with that complexity.

Coarticulation and perception of coarticulation are
capabilities that had to coevolve, because neither would
be useful without the other. According to the motor the-
ory, the phonetic module js 2 single specialization of the
brain that serves both capabilities, and it is this that un-
derlies our perception of gestures rather than acoustic
speech signals in the theory. The phonetic module uses
its competence to generate coarticulated speech and to

A Gestures Acoustic cues Perception
Alveolar
constriction /d/
B
Bilabial )
constriction . 1pil, Ipu/
Velar
constriction ' ka/

Stop bursts at

1440 Hz

al experiments using the stimulj of Figure 12.1 led Liberman to develop his
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recover the speakers’ “intended” gestures. (Liberman
and Mattingly argued that actual gestures of the vocal
tract were not the same as intended gestures, because of
coarticulation.)

A gestural percept might be called “amodal” rather
than supramodal if the word “modality” refers just to
perceptual systems. The percept is motoric in the the-
ory. Otherwise, however, the motor theory’s account of
cross-modal speech perception is not very different
from the account derived as an extension of Meltzoff
and Moore’s AIM. The gestural percept provides a com-
mon currency in which information about gestures
derived acoustically, haptically, proprioceptively, and
optically can converge.

In Liberman’s motor theory, as in the extension of
AIM, cross-modal speech perception is achieved by a
percept that, in some way, is not tied to any perceptual
modality. In the AIM account, the percept achieves that
by being about distal properties of an event, not about
the proximal stimulation itself. In the motor theory, the
percept is not quite about distal properties, because it is
of intended gestures rather than actual ones. However,
itis similar in not being tied to any perceptual modality.
In the motor theory, the percept is a motor percept.

The motor theory makes three central claims. It
claims that listeners perceive (intended) speech ges-
tures, that perception is achieved by a module of the
brain dedicated to speech production and perception,
and that perceptual speech processing recruits the
speech motor system and its motor competence. The
first claim is common to all three views presented here,
and evidence for it has been offered earlier.

Behavioral evidence that has been interpreted as evi-
dence for a dedicated speech processing system is pro-
vided by duplex perception. In one version of this find-
ing (e.g., Mann & Liberman, 1983), listeners are
presented with synthetic syllables identified as /da/ and
/ga/. These syllables can be synthesized so that they are
identical except for the third formant transition, which
falls for /da/ and rises for /ga/. If the part of the
syllable that is the same for /da/ and /ga/ (called the
base) is presented to one ear and the distinguishing
transition is presented to the other, listeners integrate
the information across the ears and hear /da/ or /ga/,
depending on the transition. However, at the same
time, they also hear the transition as a pitch rise or fall.
The finding that part of the signal is heard in two dif-
ferent ways at the same time has been interpreted to
suggest that two different perceptual systems are
responsible for the two percepts. One, a phonetic
processor, integrates the base and transition and yields
a phonetic percept, /da/ or /ga/. The other yields a
“homomorphic” percept  (Liberman & Mattingly,
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1989), that is, a percept having
the acoustic signal. Presumably t
processor.

This interpretation has been challenged op a var

. ety
of grounds (e.g., Fowler & Rosenblum, 1990; Pastofe
Schmuckler, Rosenbluin, & Szczesiul, 1983), I will noi
review those challenges here. Rather, [ note that g,
motor theoretical interpretation of duplex PerCeption
would be strengthened by evidence favoring the thirg
claim of the theory, that there is motor sy
competence involvement in perceiving speech, This 5
because theorists do not claim motor involvement i au
ditory perception generally. If evidence favors mog,
involvement in speech perception, this would constityge
grounds that speech perception is achieved by a differ.
ent perceptual system than the auditory system, ope
perhaps dedicated to speech perception. ;

In fact, evidence for motor involvement in speech
perception is weak. However, apparently this is becange
such evidence has rarely been sought, not because many
tests have yielded negative outcomes. I have found three
kinds of behavioral data and some suggestive neuropsy
chological data.

Following a seminal study by Eimas and Corbit
(1973), many researchers studied the effects of “selec-
tive adaptation” on speech perception. Listeners heard
repeated presentations of a syllable at one end
of an acoustic continuum, say, /pa/, and then identified
members of, say, a /pa/ to /ba/ continuum. The
consequence of listeners hearing repeated / pa/ sylla-
bles was a reduction in the number of syllables in the am-
biguous region of the continuum that listeners ident-
fied as /pa/. Eimas and Corbit suggested that phonetic
feature detectors (a detector for voicelessness in the ex-
ample) were being fatigued by the repetitions, so that
ambiguous stimuli were more likely to be associated with
more activity in the unfatigued voicing feature detector
than in the voicelessness detector. This account was chak
lenged (e.g., by Diehl, Kluender, & Parker, 1985). For
our purposes, the interpretation is less important than
the finding by Cooper (in studies summarized in
Cooper, 1979) that repeated presentations of a syllable
such as /pi/ had weak but consistent influences on pro-
duction of the same syllable or another syllable sharing
one or more of its features. In the example, voice onset
times of produced /pi/s and /ti/s were reduced after
adaptation by perceived /Ppi/s.

Bell-Berti, Raphael, Sawusch, and Pisoni (1978) pro-
vided a different kind of evidence for a motor theory.
The vowels /i/, /1/ , /e/,and /g/ all occur in English.
The differences among the vowels can be described
in two ways. On the one hand, they decrease in “height”
in the series as listed above. On the other hand, /i/ and

the same form
his is ap audimr*‘_
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/e/ are described as tense vowels; /1/ and /&/ are their
lax counterparts. Within the tense vowel pair and the lax
pair, vowels differ in height. Bell-Berti et al. found that
speakers differed in how they produced the vowels in
the series. In four speakers, activity of the genioglossus
muscle (a muscle of the tongue affecting tongue height)
gradually decreased in the series of four vowels listed
above, suggesting progressively lower tongue heights. In
contrast, six of the speakers showed comparable levels of
activity for /i/ and /e/ that were much higher than
activity levels for the two lax vowels. This suggested use
of a tense-lax differentiation of the vowels.
Remarkably, on a test of perception, the ten partici-
pants partitioned into the same two groups. Listeners
identified vowels along an /i/ to /1/ continuum under
wo conditions. In one, the vowels along the continuum
were equally likely to occur. In the other, anchoring, con-
dition the vowel at the /i/ end of the continuum
occurred four times as frequently as the other contin-
uum members. This tends to decrease /i/ identifica-
tions. Participants who showed progressively decreasing
levels of genioglossus activity in their production of the
four vowels showed much larger effects of anchoring
than the six speakers who produced /e/ with more ge-
nioglossus activity, and presumably a higher tongue, than
/1/.The authors speculated that the difference occurred
because, for the second group of listeners, /i/ and /1/
arenot adjacent vowels, whereas they are for members of
the first group. Whatever the appropriate account, it is
telling that the participants grouped in the same way as
talkers that they did as listeners. This provides some
evidence suggesting that speech percepts are mediated
b}'i;iformation about production of speech.
A final behavioral finding is provided by Kerzel and
B,ék!@ﬁng (2000). These investigators looked for com-
“Patibility effects in speech production. They presented
3 face visibly mouthing /ba/ or /da/. At a variable
nterval after that, they presented either of two symbols
!h?;ﬁfparticipants had learned to associate with the
poken responses /ba/ and /day/. They found an effect
O the irrelevant visible speech gesture on latencies
to:,P'r:odUCe the syllables cued by the symbols such
m,at]ba/ Tesponses were faster when the face mouthed
i /bA/ _f-han when it mouthed /da/. Likewise, /da/ re-
"&99*5_ were facilitated by visible /da/. Kerzel and
. S00g argued that these effects had to be due to
, “nnulus (.ViSibIC gesture)-response compatibility, not
. ,cOmp:;bs.U.mmus (that is, visible gesture-visible symbol)
siroWbility, because the symbols (## and &&) bear an
Y felation to the visible gestures, whereas the
%3 do not, Their interpretation was that the visi-
fac:lli:: activated the speech production system
Hted Compatible speech actions, an account
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consistent with the motor theory. It has yet to be shown
that acoustic speech syllables, rather than visible speech
gestures, have the same effect.

There is a little recent neuropsychological evidence
providing support for a motor theory of speech percep-
tion. Calvert et al. (1997) reported that auditory corti-
cal areas activate when individuals view silent speech or
speechlike movements. Moreover, the region of audi-
tory cortex that activated for silent lipreading and
for acoustic speech perception were the same. More
recently the same group of investigators (MacSweeney
et al., 2000) replicated the findings using procedures
that ensured that fMRI scanner noise was not the source
of the auditory cortical activation.

Using transcranial magnetic stimulation of the motor
cortex, Aravind, Sundara, and Chen (2000) recorded
motor-evoked potentials in the orbicularis oris muscle
of the lips under a variety of audiovisual conditions.
Participants listened to acoustic /ba/, they watched
visible /ba/, and they watched and listened to audiovi-
sual /ba/. In addition, they watched visible /ta/, as well
as audio /ba/ dubbed onto video / ta/. Under the con-
ditions of this dubbing, most people report hearing
/da/. In all conditions in which participants perceived
a labial consonant, orbicularis oris activity numerically
or significantly exceeded that during a baseline condi-
tion in which participants saw a motionless face. Lip
activity did not exceed baseline in conditions, including
the McGurk dubbing condition, in which the percept
was a nonlabial consonant.

There is considerable evidence that listeners perceive
phonetic gestures and some evidence favoring the
motor theory’s account that the motor system is in-
volved in perception. This theory explains cross-modal
speech perception quite naturally by claiming that all
information about gestures is integrated into a motor
percept.

SPEECH PERCEPTION AS AMODAL: 2. DIRECT REALISM In
both the motor theory and the AIM extension, percepts
are achieved in the head. They can be integrated when
they are achieved via different sensory modalities be-
cause the percepts have distal (or, in the motor theory,
almost distal) reference. In speech perception, they are
about the gestures of the vocal tract that the speaker
used to produce the acoustic speech signal.

In direct realism (e.g., Gibson, 1966, 1979), perceivers
do not represent the world, they perceive it. In this
account, information extracted about events across dif-
ferent sensory modalities integrates because it is about
the same event. Itis not that a perceptual representation
has distal reference. Rather, perception is of the distal
event itself, and distal things are amodal.
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In the directrealist theory of speech perception
(Best, 1995; Fowler, 1986), relevant distal events are lin-
guistically significant actions of the vocal tract, that is,
phonetic gestures. In contrast to the motor theoretical
idea that coarticulation prevents intended gestures
from being actual, in the direct-realist view, coarticula-
tion is nondestructive and intended gestures are actual
(Fowler & Saltzman, 1993). Despite considerable coar-
ticulatory overlap of /b/ production by surrounding
vowels, for example, speakers always gettheir lips closed,
and that is /b/’s constriction gesture (cf. Fowler &
Saltzman, 1993).

In directrealist accounts generally, perception serves
a universal function across perceptual modalities. Its
very important function is to allow perceiver/actors to
know the world. Perception serves its function in Jjust
one general way. Structure in informational media
(e.g., light for vision, acoustic signals for hearing)
is caused by properties of environmental events.
Moreover, distinctive properties of events structure the
media distinctively and so provide information for their
causal source. Perceivers/actors intercept structure in
media during their exploratory and performatory
actions. The structure, imparted to the sensory modali-
ties, is used perceptually, not as something to be
perceived itself but as information for its causal source
in the environment.

In this theory, then, as in the previous two, percep-
tion is generally of distal properties of the world, not of
proximal stimulation. It is this aspect of the theory that
underlies its claim, applied to speech, that listeners per-
ceive phonetic gestures. In contrast to AIM, perceived
gestures are not mediated by representations in a
directrealist account. In contrast both to AIM and the
motor theory, percepts are not representations that are
about something distal (or nearly distal in the motor
theory), they are distal themselves.

It is also this aspect of the theory that allows it to ac-
count for crossmodal speech perception. Speakers
cause structure in acoustic signals that constitutes infor-
mation about gestures. They also cause structure in the
light that constitutes information for gestures. If a hand
is placed on the face as someone speaks, then the
speech also structures the skin on the hand, which pro-
vides haptic information for gestures. Because all of the
modalities for which speaking generates information
use proximal stimulation as information for its causal
source in the world, all of them acquire information
about gestures, and this is how cross-modal information
can integrate.

OTHER ACCOUNTS: NO COMMON CURRENCY The AIM-
derived account, the motor theory, and direct realism
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have much in common in invoking distal speech
crties as the common currency that Permits
modal integration of information. I will SUMmarize =
one alternative account of cross-modal speech percy
tion, that offered by Massaro’s Fuzzy Logical Mogq
Perception (FLMP; e.g., Massaro, 1987, 1998). 1y
theory, speech perceivers have prototypes of Cy
bles in their heads. Associated with the Prototype
acoustic features and optical gestural descriptig;
Audiovisual speech information integrates becauSc(.f
the mutual attachment of acoustic and visible Spé¢
information to common prototypes.

When a speech event is both viewed and heard, py,
erties of the event (acoustic cues and visible gesture
formation) are extracted perceptually. Fuzzy logical vaf
ues (between 0 and 1) are assigned to each feature
every prototype, with the number reflecting
strength of the evidence that the feature is present
the stimulation. The fuzzy logical numbers for the |
tures of each prototype are multiplied to generate o
number per prototype, reflecting its degree of matchiy
the stimulation. The prototype reflecting the best
match to the input is chosen as the percept. Because
both optical information and acoustic information aré -
associated with prototypes for CVs, both contribute to -
CV perception. .

The FLMP accounts well for findings of audiovisual
speech perception. The model can simulate human
speech perception data admirably. Although in its cur
rent form it does not account for other kinds of cross
modal speech perception that occur, it could by the

addition of, say, haptic speech features or proprioceptive
ones.

I find the FLMP account unsatisfactory in relation to
the other three accounts I have offered, in part because
it does not confront the problem of common currency
that is necessary to provide not just a simulation of but
an explanation of cross-modal speech perception.

In the three gestural accounts that I have offered,
proponents identified a need for cross-modal informa-
tion to be in a common code or currency in order to in-
tegrate. This is, for example, a fundamental idea in
Meltzoff and Moore’s AIM hypothesis that allows it to
explain how infants can relate facial gestural informa-
tion acquired cross-modally. All of the accounts I have
offered draw the conclusion that the common currency
is gestural. In contrast, in FLMP there is no common
currency. The theory proposes that information ac-
quired auditorily is proximal (acoustic cues), whereas
information acquired optically is distal (e.g., lip closure
for /ba/}. Information integrates across the modalities
not, therefore, because it is commensurate cross
modally but because optical features for a syllable and
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acoustic features for the same syllable are attached to
the same prototype. However, the theory is less ex-
planatory than any of the other three described earlier.
This is because there is no explanation of how the prox-
imal acoustic cues and distal gestures becomes attached
to a prototype or why a set of acoustic and optical fea-
tures amounts to a particular CV. Why are the auditorily
extracted properties proximal and the optical ones dis-
tal? Pairings of compatible acoustic and gestural cues
(that is, cues for the same CV) in memory might be ex-
plained by invoking experiences of both seeing and
hearing speech (but see Fowler & Dekle, 1991, for a
challenge to that account). However, why does any pair-
ing amount to a particular CV whose “name,” say,
is /di/ or /du/? Where do the names come from, and
why do the two syllables in the example have the same C
in their names? The answer cannot be found in the
acoustic cues (the critical F2 rises for /di/ but falls for
/du/) or in the facial gestures (/d/ in /du/ looks more
like /g/ in /gu/ than it looks like /d/ in /di/). All of
these questions have answers if there is a common cur-
rency underlying the integration of auditorily extracted
and visually extracted information about speech. They
appear not to in the FLMP account.

Common currency and perceptually
guided speaking

Ihé discussion so far has been about cross-modal
speech perception and how ideas of supramodal repre-
sentations or common currencies appear to provide the
means by which information can be integrated cross-
modally. My topic, however, is not speech perception as
lipfamodal or amodal phenomenon, but speech
1f as a supramodal or amodal phenomenon. It is not
Ommonplace, and perhaps is not good usage, to refer
16 the motor system as a mode, and indeed, I excluded
itassuch in referring to the motor theory’s representa-
tions as amodal. However, it is instructive to look at
~%me issues that arise in accounting for perceptually
guided action; they appear strictly analogous to those
Hatarise in accounting for cross-modal perception.
. HOmmel et al. (2001) ask how percepts can com-
- ﬁ:".;‘;u!llcate with action plans. If there are perceptual
Codes that are sets of perceptual features and action
: 3 40s that are motor commands, the two codes cannot
~cetMunicate, and actions cannot be perceptually
gt&l;?e -But, of course, they are. Hommel et al. propose
there are codes, and that their common currency
tral. The features are those of the distal environ-
mmmo:?;h l'he pf:rceptually guided action occurs. A
taﬁ €15 quite analogous to a supramodal rep-
O AD alternative idea is that the common
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currency is the distal event itself, not the represented
features of that event. It is the event that the talker gen-
erates and that the listener perceives cross-modally.

One example of perceptually guided action in speech
is the imitation of speech that both infants (Kuhl &
Meltzoff, 1996) and adults (Goldinger, 1998) exhibit.
How can the speech of a talker guide an imitative re-
sponse? It can if there is a common currency shared by
percepts and preparations for action. Again, we invoke
speech gestures. If listeners perceive gestures and plan
to produce gestures, an imitative response should be
the most straightforward way in which perception can
guide action. The instances of convergences in dialect,
speaking rate, and vocal intensity cited in the introduc-
tion to this chapter are other examples of perceptually
guided imitation.

There are other examples of perceptually guided ac-
tion as well. Houde and Jordan (1998) transformed the
formant frequencies of vowels produced by participants
so that participants heard fed-back vowels different
from the ones they had produced. Just as in cases of
adaptation to prisms, this led to compensatory changes
in articulation to make the acoustic feedback more ap-
propriate to the vowel that the speaker had intended to
say. The fed-back vowel, perceived as the gestures that
would have produced it, affected the gestures that the
speakers went on to produce.

Common currency and communication

As Liberman understood well there is another critical
need for a common currency in speech that a conclu-
sion that listeners perceive phonetic gestures addresses.
Liberman and colleagues (e.g., Liberman & Whalen,
2000) referred to a “parity” requirement in speech com-
munication. This, in Liberman and Whalen’s article,
had three core aspects, the first two of which derived
from the fact that speech is a between-person activity.
Listeners and talkers have to “agree” on what public ac-
tions of a speaker count as producing language forms.
(As Liberman and Whalen put it, /ba/ counts, a sniff
does not.) In addition, for utterances to do their in-
tended work, listeners have to perceive the language
forms that speakers say. In these two ideas of parity,
listeners and talkers require a common currency, both
in the sense of sharing what the currency is and in the
more local sense of listeners recovering the specific
forms constituting a speaker’s utterance. The third
aspect of parity, for Liberman and Whalen, is the neces-
sary coevolution of coarticulation and the ability to
perceive coarticulated speech.

The idea of common currency (parity, in the theoriz-
ing of Liberman) is absent from nongestural theories of
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speech perception (e.g., Diehl & Kluender, 1989;
Kluender, 1994 Nearey, 1997) but is needed for multi-
ple reasons, not only to explain information integration
across the perceptual modalities or perceptually guided
action. Liberman and Whalen point out that it is re-
quired to explain how speech can communicate. What
counts as something phonetic is the same for talkers
and listeners. More locally, for communication to take
place, generally, listeners have to perceive with suffi-
cient accuracy the language forms produced by the
talker. There has to be parity or common currency now
between talker and listener.

Conclusion

Speakers and listeners receive multimodal information
about language forms. They use the information they
receive in all of the modalities that provide informa-
tion. Their doing so requires a common CUITency across
the sensory modalities. The common currency might
be the supramodal representation of Meltzoff and
Moore (1997, 1999) or it might, more directly, be the
distal object of perception. This same common cur-
rency is required to understand how perceptually
guided action can occur and how communication can
occur between talkers and listeners.

REFERENCES

Aravind, N. K., Sundara, M., & Chen, R. (2000). Effects of au-
ditory and visual stimuli on motor facilitation of speech
muscles [Abstract]. Journal of the Acoustical Society of America,
107, 2887.

Bahrick, L. (1987). Infants’ intermodal perception of two lev-
els of temporal structure in natural events. Infant Behavior
and Development, 10, 387-416.

Bahrick, L., & Watson, J. S. (1985). Detection of intermodal
proprioceptive-visual contingency as a potential basis of self-
perception in infancy. Developmental Psychology, 21, 963-973,

Bell-Berti, F.,, Raphael, L. R., Sawusch, J. R., & Pisonti, D. B.
(1978). Some relationships between speech production
and perception. Phonetica, 36, 373-383.

Best, C. (1994). The emergence of native-language phonolog-
ical influences in infants: A perceptual assimilation model.
In J. Goodman & H. Nusbaum (Eds.), The development of
speech perception: The transition from speech sounds to spoken
words (pp. 167-224). Cambridge, MA: MIT Press.

Best, C. T. (1995). A direct realist perspective on cross-
language speech perception. In W. Strange & J. J. Jenkins
(Eds.), Cross-language ~ speech perception  (pp. 171-204).
Timonium, MD: York Press.

Best, C., Morrongiello, B, & Robson, R. (1981). Perceptual
equivalence of acoustic cues in speech and nonspeech per-
ception. Perception C‘/"Psycho/)hysicx, 29, 191-211.

Brancazio, L. (2001). Lexical influences in audiovisual speech
perception.  Journal of Experimental Psychology:  Human
Perception and Performance.

200

Calvert, G., Bullmore, E. T, Brammer, M, .
Williams, S. C., McGuire, P. K, et al. (1997)
ditory cortex during silent lipreading. Scie

Chomsky, C. (1986). Analytic study of the
Language abilities of three deafblind s
Speech and Hearing Research, 29, 339-347

Cooper, W. (1979). Speech perception and
selective adaptation. Norwood, NJ: Able

Diehl, R., & Kluender, K. (1989). On the objects of
perception. Ecological Psychology, 1, 121-144,

Diehl, R., Kluender, K., & Parker, E. (1985). Are selg
adaptation effects and contrast effects really digg;
Journal of Experimental Psychology: Human Perceptigy:
Performance, 11, 209-220.

Eimas, P., & Corbit, J- (1973). Selective adaptation of fea
detectors. Cognitive Psychology, 4, 99-109. "

Fitch, H., Halwes, T, Frickson, D. M., & Liberman, A’
(1980). Perceptual equivalence of two acoustic cues for'
consonant manner. Perception & Psychophysics, 27, 343

Fowler, C. (1986). An event approach to the study of Sp
perception from a directrealist perspective. Journat
Phonetics, 14, 3-28.

Fowler, C. (1994). Speech perception: Direct realist th )
In Encyclopedia of language and linguistics (Vol. 8, pp. 41
4203). Oxford, England: Pergamon Press. :

Fowler, C., & Brown, J. (1997). Intrinsic f0 differences in §p
ken and sung vowels and their perception by listene,
Perception & Psychophysics, 59, 729-738. .

Fowler, C,, Brown, ., Sabadin, L., & Weihing, ]. (2003). Rapid -
access to speech gestures in perception: Evidence from’.
choice and simple response time tasks. Journal of Memiry
and Language, 49, 396—413, .

Fowler, C. A, & Dekle, D. J. (1991). Listening with eye and
hand: Crossmodal contributions to speech perception;
Journal of Experimental Psychology: Human Perception and
Performance, 17, 816-828. '

Fowler, C., & Smith, M. (1986). Speech perception as vector
analysis: An approach to the problems of segmentation and
invariance. In J. Perkell & D. Klatt (Eds.), Invariance and vari-
ability of speech processes (pp. 123-136). Hillsdale, NJ: Erlbaum.

Fowler, C. A, & Rosenblum, L. D. (1990). Duplex perception:
A comparison of monosyllables and slamming doors.

Journal of Experimental Psychology: Human Perception and
Performance, 16, 742-754.

Fowler, C. A., & Saltzman, E. (1993). Coordination and coar-
ticulation in speech production. Language and Speech, 36,
171-195.

Gibson, J. J. (1966). The senses considered as perceptual systems.
Boston, MA: Houghton Mifflin.

Gibson, J. J. (1979). The ecological approach to visual perception.
Boston: Houghton Mifflin.

Giles, H., Coupland N., & Coupland, J. (1991). Accom-
modation theory: Communication, context, and conse-
quence. In H. Giles, J. Coupland, & N. Coupland (Eds.),
Contexts of accommodation: Developments in applied sociolinguis-
tics (pp. 1-68). Cambridge, England: Cambridge University
Press.

Goldinger, S. D. (1998) . Echoes of echoes? An episodic theory
of lexical access. Psychological Review, 105, 251-279.

Hommel, B., Maisseler, ., Aschersleben, G., & Prinz, W. (2001).
The theory of event coding TEC: A framework for percep-
tion and action planning. Behavioral and Brain Sciences, 24,

849-937.

. ACLiVa[jOn
nce, 276, 59
Tadomy meh
ubjects. Jous

production: stud;q*

IS SPEECH A SPECIAL CASE OF MULTISENSORY INTEGRATION?



Houde, J. F., & Jordan, M. L. (1998). Sensorimotor adaptation
in speech production. Science, 227,1213-1216.

Kerzel, D., & Bekkering, H. (2000). Motor activation from vis-
ible speech: Evidence from stimulus-response compatibility.
Journal of Experimental Psychology: Human Perception and
Performance, 26, 634-647.

Kiuender, K. (1994). Speech perception as a tractable prob-
lem in cognitive science. In M. A. Gernsbacher (Ed.),
Handbook of psycholinguistics (pp. 178-217). San Diego, CA:
Academic Press.

Kozhevnikov, V., & Chistovich, L. (1965). Speech: Articulation
and perception. Washington, DC: Joint Publications Research
Service.

Kuhl, P, & Meltzoff, A. (1982). The bimodal perception of
speech in infancy. Science, 218, 1138-1141.

Kuhl, P., & Meltzoff, A. (1988). Speech as an intermodal ob-
ject of perception. In A. Yonas (Ed.), Perceptual development
in infancy. The Minnesota Symposia on Child Psychology, 20,
235-266. Hillsdale, NJ: Erlbaum.

Kuhl, P, & Meltzoff, A. (1996). Infant vocalizations in response
to speech: Vocal imitation and developmental change.
Journal of the Acoustical Society of America, 100, 2495-9438.

Lane, H., & Tranel, B. (1971). The Lombard sign and the role
of hearing in speech. Journal of Speech and Hearing Research,
14, 677-709.

Lash, J. (1980). Helen and teacher Reading, MA: Addison-
Wesley.

Liberman, A. M. (1982). On finding that speech is special.
American Psychologist, 37, 148-167.

Liberman, A. M., Delattre, P., & Cooper, F. S. (1952). The role
of selected stimulus variables in the perception of the

- .unvoiced-stop consonants. American Journal of Psychology, 65,
497-516.

Liberman, A. M., Delattre, P, Cooper, F. S., & Gerstman, L.

+(1954). The role of consonant-vowel transitions in the per-

_s€eption of the stop and nasal consonants, Psychological
onographs: General and Applied, 68, 1-18.

berman, A. M., & Mattingly, 1. (1985). The motor theory

evised. Cognition, 21, 1-36.,

Tman, A. M., & Mattingly, I. (1989). A specialization for

eech perception. Science, 243, 489-404.

Tinan, A. M., & Whalen, D. H. (2000). On the relation of

eech to language. Trends in Cognitive Sciences, 4, 187-196.

Uce, R D. (1986). Response times. New York: Oxford

Universi ty Press.

MacKain, K_, Studdert—Kennedy, M., Spieker, S., & Stern, D.

1983). Infant intermodal speech perception is a left

- hemisphere funciion. Science, 219, 13471349,

ié;,%Sweeney, M., Amaro, E., Calvert, G., Campbell, R., David,

'iv,;v,‘ys-’,McGuire, P.etal. (2000). Silent speech reading in the

afbfence of scanner noise: An eventrelated fMRI study.

o UroReport, 17,1729-1733,

Y-:.& Liberman, A. (1983). Some differences between

A.f-_";gtlc and auditory modes of perception. Cognition, 14,

u

o,D. (1987). Speech perception by ear and eye: A paradigm
Sehologica) inquiry. Hillsdale, NJ: Erlbaum.

%D (1998). FPerceiving talking faces. Cambridge, MA:
ress,

k’ H, & MacDonald, J- (1976). Hearing lips and see-
; gmces. Nalure, 264, 746-748.

5)’ E" La’.u‘flta,j., Sullivan, D., Masters, R., & Englis, B.
“EmotONal reactions to a political leader’s expres-

FOWLER: SPEECH AS A SUPRAMODAL OR AMODAL PHENOMENON

sive displays. Journal of Personality and Social Psychology, 49,
1513-1529,

Meltzoff, A., & Kuhl, P. (1994). Faces and speech: Intermodal
processing of biologically relevant signals in infants and
adults. In D. Lewkowicz & R. Licklikr (Eds). The devel-
opment of inter sensory perception: Comparative per-
spective (pp 335-369). Hillsdale, NJ: Lawrence Erlbaum
and Associates.

Meltzoff, A., Kuhl, P., & Moore, M. (1991). Perception, repre-
sentation, and the control of action in newborns and young
infants. In M. J- S. Weiss & R. Zelazo (Eds.), Newborn
attention: Biological constraints and the influence of experience
(pp- 377-411). Norwood, NJ: Ablex.

Meltzoff, A., & Moore, M. (1977). Imitation of facial and man-
ual gestures by human neonates. Science, 198, 75-78.

Meltzoff, A., & Moore, M. K (1997). Explaining facial

imitation: A theoretical model. Early Development and
Parenting, 6, 179-1992.

. Meltzoff, A, & Moore, K. (1999). Persons and representation:

Why infant imitation is important for theories of human
development. In J. Nadel & G. Butterworth (Eds.), Imitation
in infancy (pp. 9-35). Cambridge: Cambridge University
Press.

Nearey, T. (1997). Speech perception as pattern recogni-
tion. Journal of the Acoustical Society of America, 101,
3241-3254,

Nittrouer, S., & Crowther, C. (2001). Coherence in children’s
speech perception. Journal of the Acoustical Society of America,
110, 2129-2140.

Pardo, J., & Fowler, C. A. (1997). Perceiving the causes of
coarticulatory acoustic variation: Consonant voicing and
vowel pitch. Perception @’Psychophysics, 59,1141-1152,

Pastore, R., Schmuckler, M., Rosenblum, L., & Szczesiul, R,
(1983). Duplex perception for musical stimuli CHK.
Perception & Psychophysics, 33, 469-474.

Pierrehumbert, J. (1979). The perception of fundamental fre-
quency. Journal of the Acoustical Society of America, 66,
363-369.

Porter, R., & Castellanos, F. X, (1980). Speech production
measures of speech perception: Rapid shadowing of VCV
syllables. Journal of the Acoustical Society of America, 67, 1349
1356.

Porter, R., & Lubker, J. (1980). Rapid reproduction of vowel-
vowel sequences: Evidence for a fast and direct acoustic-

motoric linkage. Journal of Speech and Hearing Research, 23,
593-602.

Reinholt Peterson, N. (1986). Perceptual compensation for
segmentally-conditioned fundamental-frequency perturba-
tions. Phonetica, 43, 31-49.

Rosenblum, L. D, Schmuckler, M., & Johnson, J A (1997).
The McGurk effect in infants. Ferception & Psychophysics, 59,
347-357.

Silverman, K. (1987). The structure and processing of fundamen-
tal frequency contours. Unpublished doctoral dissertation,
Cambridge University.

Spelke, E. (1979). Perceiving bimodally specified events in
infancy. Developmental Psychology, 15, 626-636.

Sumby, W. H,, & Pollack, I. (1954). Visual contributions to

speech intelligibility in noise. Journal of the Acoustical Society
of America, 26, 212-215.

Yehia, H., & Vatikiotis-Bateson, FE. (1998). Quantitative

association of vocal tract and facial behavior.  Speech
Communication, 26, 23-44.

201



