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My charge for this meeting'?s to review some facts about sbeech pefception
that might seem to be explicable, or not explicable, by reference to a peri-
pheral representation of “the speech signal. Since many later speakers will
surely report what they think can be explained, I shall confine my remarks to
what I think cannot.

Let me state, at the outset, that my view is, in the current jargon, uncom-
promisingly "bottom up." Whatever “top down" processes may contribute to
speech perception (and, in my view, it is very little) I shall not .consider it
here. In other words, my 1n1p1a1 and unequivocal assumption is that all in-
formation necessary to support the perception of speech is present in the
acoustical signal and in its peripheral auditory representation. Of course,
much remains to be learned about the acoustic structure of §peech and about
tts auditory transformations. But, beyond that, lies the deeper question of
what the acoustic structure means. What does it refer to? Certainly, it con-
veys information, but information about what? We lack insight into the nature
of the perceptual object, and therefore of the mechanism by which raw audition
becomes speech perception.

There is nothing biologically unsound here. On the contrary, all animals
live in the same terrestial world and are exposed, or could be exposed, to
the same patterns of radiant or mechanical energy, but they differ in their
capacities to use those patterns for information about the world. Indeed, as
von Uexkiill (28) suggested many years ago, the interlocking of animal and
environment, that is, the peculiar fit of each species to its niche, is a de-
finition of that species. We might do well in our study of speech to take a
leaf from the ethologist's notebook.

Consider, for example, the barn owl and the extraordinary precision with
which it can localize sources of sound (4,8). All the information necessary
for localization is present in the peripheral sensory arrays, properly viewed.
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But the physiologist contemplating those arrays could never discover their
import, if he were not guided by the ethologist's knowledge of how the owl
‘lives. Moreover, even when the physiologist has guessed that the changing
auditory patterns provide a map, he stili cannot understand how they do so in
isolation, because the map only emerges from a central, midbrain comparison
of input from the two ears (4), For speech perception a double input is not

necessary, but we do need a central mechanism to read the phonetic import of
the auditory array.

In what follows;"T will do four things:

--cite evidence that auditory and phonetic perception are
distinct processes that can be dissociated experimentally;

--infer from certain experimental results something about how
phonetic perception uses auditory information;

--illustrate how phonetic perception may be engaged, or dis-
engaged, ontogenetically and experimentally;

--speculate briefly on the biological function of phonetic
perception. ‘ ‘

Briefly, my broad hypotheses are: that phonetic perception is a specialized
mode of auditory Tocalization, in which we use sound to inform ourselves about
the positions and changes in position of a speaker's articulatory apparatus;
that the phonetic percept is an abstract buffer intermediate between the audi-
tory array and the articulatory mechanisms necessary to reproduce that array;

and that one function of phonetic perception is to faciliate language learn-
ing.

THE DISSOCIATION OF AUDITORY AND PHONETIC PERCEPTION

Twenty years ago, Fant (6) drew a distinction between the speech signal and
its linguistic message. He illustrated compeliingly the discrepancy between
the sound segments of the acoustic event and the phonemic segments of its per-
cept. He emphasized that the two levels are not contradictory, but "different
aspects” of the same event. | propose to follow Fant's lead, extending his
description of the signal upstream into the auditory system and his descrip-
tion of the linguistic message downstream into phonetics. In other words, I
shall distinguish between two qualitatively different aspects of a single per-
cept: auditory and phonetic. 1 shall argue that the two perceptual modes are
different, active, "attentional" modes of scanning the signal for information.
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Duplex perception. The distinction can be demonstrated experimentally in
an effect, discovered by Rand (20), recently elaborated and dubbed "duplex
perception” by Liberman and his colleagues (12,15): two different percepts,
one auditory, the other phonetic, arise simultaneously when the acoustic con-
stituents of a synthetic syllable are separated and presented dichotically.
Figure 1 displays a 9-step continuum of patterns sufficient to induce the
effect, taken from Mann, Madden, Russell and Liberman (15). If the base
(bottom left) is presented alone, it is usually heard as [da]; if one of the

. isolated transitipns (bottqm right) is presented alone, it is heard as a non-
speech "chirp." If the twodbétterns are presented dichotically in appropri-
ate temporal alignment, the listener hears a fused syllable (either [da] or
[gal, depending on whith transition is presented) and, at the same time, a
non-speech chirp perceptually identical to the chirp heard in isolation. If,
now, the patterns are presented for discrimination in pairs of stimuli, sep-
arated by three steps along the continuum, with instructions to attend on
one series of trials to the speech percepts and on the other series of trials
to the non-speech chirps, the results fo& a typical subject are those of
Figure 2: for the non-speech judgments, a more-or-less continuous descending
function, for the speech judgments, a discrimination function peaked at the
phoneme boundary in the fashion typical of categorical perception (11). We
thus have clear behavioral evidence for perception of a single acoustic event
in two different perceptual modes at the same time.

Audio-visual adaptation. A second, perhaps even more compelling demonstra-
tion of the dissociation derives from an effect discovered by McGurk and
MacDonald (16). They demonstrated that listeners’ perceptions'of a speech
sound presented over a loudspeaker could be changed, if they simultaneously
watched a videotape of a speaker producing another sound. For example, pre-
sented with audio [ga] and video [ba], a subject will typically report a
cluster [bga] or [ghba]. On the other hand, presented with the reverse ar-
rangement, audio [ba] and video [ga], a subject will typically report a sort
of auditory-articulatory blend [da]. Notice that, in this instance, the pho-
netic percept corresponds to neither visual nor auditory pattern. The effect
is not well understood, but evidently arises from a process by which two con-

tinuous sources of information, acoustic and optical, are actively combined
at an abstract level at which each has already lost its distinctive sensory

quality (for fuller discussion, see Summerfield (27).



12

' 1
formant vowsei

transitions steady state
T !

! [

|

one ll
of

these |

!

: Formant 2
|

H Formant 1
i 1

TIME wemts .
[da] to [ga]
NORMAL"[‘QINAURAL) PRESENTATION

Formant 3

FREQUENCY =

i
i

1
i
N
|
|
|

—_— ||

|

1
1
. |
1 [ |
1 i . |
base isolated transitions

{to one ear) : (to other ear)

DUPLEX-PRODUCING (DICHOTIC) PRESENTATION

Fig. 1. Schematic representation of the stimulus patterns used to study
the integration of formant transitions {from (15)).

1004 >—e SPEECH
om=e NONSPREECH

Fig. 2. Discriminability of

formant transitions when, on
the speech side of the duplex
percept, they supported per-

PERCENT CORRECT DISCRIMINATION

Y ception of stop consonants
0‘! N N X A and when, on the nonspeech
-4 25 36 47 88 69 side, they were perceived

STIMULUS PAIR as chirps (from (15)).



13

Roberts and Summerfield (24) took advantage of this phenomenon to test the
nature of speech adaptation, and in so doing demonstrated dissociation of
auditory and phonetic processes. Adaptation, it will be recalled, is a form
of perceptual contrast, induced by prolonged exposure to some fixed pattern
of energy. The most familiar example comes from color vision. If we stare
for several minutes at a circle of red light and then look away at a neutral
background, we will see a circle of a somewhat unsaturated, complementary
green. A similar effect can be demonstrated in speech. First, a baseline is
established by asking subjects to identify items along a synthetic speech con-
tinuum, stretching from, say [be] to [de]. Next, subjects are exposed to re-
peated presentations (typically, over a hundred presentations at a rate of
about two per second) of one or the other endpoints of the continuum. Final-
1y, subjects are again asked to identify items drawn from the continuum. The
last two steps are repeated as often as is necessary to obtain a reliable
adapted identification function. On this function, subjects typically report
fewer instances of the class of items on which they have been "satiated" or
“adapted" than they did before they were adapted. In other words, the cate-
gory boundary is shifted toward the end of the continuum to which the subject
has been repeatedly exposed.

Roberts and Summerfield's -ingenious twist on this paradigm was to expose
subjects to an audio-visual adaptor, audio [be], video [ge], intended to be
perceived phonetically as [de]. In the event, six of their twelve subjects
perceived the adapting pattern as either [de] or [3e¢], four as [kle], one as
[f1e], one as [ma]. Not a single subject perceived the phonetic event cor-
responding to the auditory event actually presented, namely [be]. Yet every
single subject displayed a significant shift of his [ber de] boundary toward
[be]l. 1In other words, the procedure effectively dissociated auditory and
phonetic processes. Subjects' only conscious percepts were phonetic, but
their auditory systems demonstrated, by their response to adaptation, that
they were simultaneously registering the acoustic signal presented over the
Toudspeaker.

1 take these two experimental procedures of duplex perception and audio-
visual adaptation to demonstrate unequivocally the “on-line" dissociation
of auditory from phonetic perception. Moreover, following Summerfield (27),
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I take the results of the audio-visual adaptation study to demonstrate
that the support for phonetic perception is information about the common
source of acoustic and optical information, name]y,‘akticulatory dynamics.

THE USE OF AUDITORY INFORMATION FOR PHONETIC PERCEPTION

A commonplace .in discussions of speech perception is that the infor-
mation for particular phonetic segments is often widely scattered, both
temporally and spectrally, through the signal (13). Again, Fant (6) re-
marked that a single segment of sound may carry information about several
segments of the message and a single segment of the message may draw in-
formation from several segments of the sound. For an example of the
latter, consider the work of Bailey and Summerfield (1). They showed
that perceived place of articulation of a stop consonant, induced arti-
ficially by inserting a brief silence between [s] and a following vowel
{as in [si] and [sul), depends in English on the duration of the silence,
on spectral properties at the offset of [s] and on the relation between
these properties and the following vowel. One function of the phonetic
mode is apparently to integrate, or to exploit the integration of, such
diverse auditory properties into a coherent percept.



Support for this hypothesis comes from two recent experiments. The
first was done by Fitch, Halwes, Erickson and Liberman {7), who demon-
strated the perceptual equivalence of two distinct cues to a voiceless
stop in a fricative-stop-liquid cluster: silence and rapid spectral
change. They constructed two synthetic syllables [p1it] and [11t], the
first differing from the second only in having initial transitions appro-
priate to a labial stop. If a brief band-passed noise, sufficient to cue
[s], was placed immediate]y before these syllables, both were heard as
[s11t], but if small interval of silence, long enough to signal a stop
closure, was introduced between [s] and the vocalic portion, both were
heard as [spi1t]. Wﬁai is of interest is that the silent interval nec-
essary to induce the stop percept was shorter when the vocalic portion
carried Tabial transitions than when it did not. Figure 3 displays the
perceptual effect of systematically manipulating the duration of the si-
Tent interval before each of the two syllables: the procedure titrates
the initial transition and shows that it is equivalent to roughly 25 msec
of silence.

On the face of it, there would séem to be no psychoacoustic grounds for
this spectral-temporal equivalence. However, Delgutte (this volume,
'Figure 4), testing the output of his model of the peripheral auditory sys-
tem for an analogous equivalence between the rise-time of friction noise
and. the duration of preceding silence in the fricative-affricate dis-
tinction (studied by Repp, Liberman, Eccardt and Pesetsky (22)) finds
that these different cues do have similar effects on the response of his
model: "...both a decrease in rise time and a longer silence duration in-
crease the amplitude of the peak in discharge rate at the onset of fri-
cation.”

Nonetheless, it seems that Tisteners are only able to make use of this
auditory information, if they are listening in the speech mode. This is
the implication of a study by Best, Morrongiello and Robsen (2) using
"sine-wave speech" (21). Best and her colleagues constructed a sound
from three sine waves modulated to follow the path of the center fre-
quencies of the three formants of a naturally spoken syllable [dei], in
two forms: one form had a relatively long initial F1 transition ("strong"
[del]), one had a relatively short initial Fy transition ("weak" [del]).
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Given a perceptual set for speech, some listeners identify these sounds
as [del] and [el], while others hear them as different non-speech chords.
If a suitable patch of noise is placed immediately before these sounds,
they can be heard as [seil; if a sufficient silent interval is introduced
between noise and sine waves, a so-called "speech" listener will hear
[stell, and he will hear it with a shorter interval before "strong" [del]
than before "weak" [del].

On this basis, Best et ai. constructed two continua, analogous to those
of the earlier experiments, varying silent interval in combination with
one or other of the [del] syllables. To obtain identification functions
without an explicit request for identification, they used an AXB proce-
dure. In this procedure A and B are endpoints of a synthetic continuum,
X a variable item from the continuum, to be judged on each trial as "more
Tike A" or "more like B." Thus, despite the bizarre quality of their
stimuli, Best and her colleagues obtained identification functions and
Aassessed the perceptual equivalence of silence and formant transitions in
a manner analogous to that of the earlier [s1It - splIt] studies.

Their fifteen listeners divided themselves néatly into three groups of
five. The results are displayed in Figures 4, 5and 6. One group (the
"spectral" listeners of Figure 4), though not entirely insensitive to
the temporal variations, tended to hear a pattern with the short F1 transi-
tion as more 1ike the [sel] end of the continuum and a pattern with the
fong F1 transition as more like the [stel] end of the continuum, A
second group (the "temporal® listeners of Figure 5) disregarded spectral
differences and based its Judgments on the duration of the silent inter-
val. Only the five "speech" listeners of Figure 6 were sensitive to the
integrated auditory pattern and displayed the expected perceptual\equi-
valence of silence duration and spectral change.

Evidently, one aspect of phonetic function is a capacity either to in-
tegrate or to make use of an auditorily integrated pattern of, temporally
and spectrally distributed acoustic properties,to arrive at a unified
phonetic percept.
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ONTOGENETIC ENGAGEMENT AND DISENGAGEMENT OF THE PHONETIC MODE

Let us turn now to the development of the phonetic mode. 1 will de-
scribe a small set of interconnecting studies that converge on a view of
phonetic perception as a specialized mechanism of attention that normal-
ly begins to be differentiated from general auditory perception during
the first year of life.

We begin with the wgl]-known observation that native speakers of
Japanese typica]]y.caﬁnot discriminate English [r] from English [1]. In
fact, Miyawaki, Strange, Verbrugge, Liberman, Jenkins and Fujimura (19)
formally demonstrated this fact in an experimental test. Subsequently
Eimas (5) showed that 4-6 month old, prelinguistic English infants dis-
criminated between, but not within, the [r] and [1] categories very much
as tnglish-speaking adults do. Although comparable tests have not, so
far as I know, been done on Japanese infants, presumably they would be-
have Tike the English infants. We might then reasonably infer that learn-
ing the sound system of a Tanguage involves, among other things, not only
learning to tell the difference between sounds that are put to Tinguistic
use, but also learning to disregard differences between sounds that are
not.

In fact, Werker and her colleagues have evidence of precisely this (30).
Their initial finding was that 7-month old Canadian English infants, test-
ed in a head-turning paradigm, could discriminate between natural,
non-English contrasts in Hindi that English-speaking adults could not.
Werker (29) followed this up by tracking the decline of discriminative
capacity over the second half of the first year of 1ife. She used a
conditioned head-turning paradigm to test three groups of infants on two
non-English sound contrasts: Hindi voiceless, unaspirated retroflex vs.
dental stops and Thompson (Interior Salish, an American Indian language)
voiced glottalized velar vs. glottalized uvular stops. On the Hindi con-
trast, the number of infants successfully discriminating were: 11/12 at
6-8 months, 8/12 at 8-10 months, 2/10 at 10-12 months; for the Thompson
contrast the results were essentially the same. (An infant was only
classified as having failed to discriminate, if it had successfully dis-
criminated an English contrast both before and after the failure on a
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non-English contrast.) - Finally Werker (29) reports longitudinal data
for six Canadian-English infants on the same two non-English contrasts.
A1l six discriminated both contrasts at 6-8 months, but by 10-12 months
none of them could make the discriminations. By contrast, the one
Thompson and two Hindi infants so far tested at 10-12 months could all
make the called-for discriminations in their own language.

Is infant loss of discrimifative capacity a permanent loss, followed
by neural atrophy, or can it be reversed? MacKain, Best and Strange
(14) addressed this question in a study of native Japanese speakers.
They constructed a [rak-lak] series on the Haskins Laboratories PVE Ilic
synthesizer (see Figure 7). They then tested 10 American English speak-
ers and 12 native Japanese speakers, divided into two groups on the basis
of their experience with English. On the average, experienced Japanese
speakers (n=5) and inexperienced Japanese speakers (n=7), respectively,
bad been spending either more than half of their time for over two years
or about a quarter of their time for less than one year speaking English,
and were taking either eight hours or less than one hour of English in-
struction a week. Figure 8 summarizes the results of an identification
test and two tyﬁes of discrimination test. The native American English
speakers display standard categorical perception with consistent identi-
fication functions and discrimination peaks at the category boundary.
By contrast, the inexperienced Japanese listeners display more-or-less
chance performance across the board, while the experienced Japanese
identify the syllables very much as the American English do, and display
moderate discrimination peaks at the category boundary.

The final experiment in the series is an ongoing study by Catherine
Best and myself, intended to assess how far either auditory or phonetic
perception of the same acoustic pattern can be induced by instructional
set. We constructed a sine-wave three-formant analog continuum, modeled
on a [ra-l1a] series (similar to that of Figure 7), by varying only the
sine-wave analog of F3 from a steady pattern [1a] to an upglide [ra].
One group of subjects (the music group) was informed that they would
hear computer-made violin-Tike sounds and was given several examples of
the isolated, endpoint Fj analogs to be identified as "steady” or "up-
glide." Then, in a training series, the lower two endpoint sine waves
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were gradually added to the upper endpoint waves until subjects were
hearing the full chord. Finally, subjects were tested on the whole
series with instructions to listen for the upper element of each musi-
cal chord and to identify it as either "steady” or "upglide". By con-
trast, the speech group was first played full, synthetic @VE IIlc end-
point patterns to identify as [1a] or [ra]. Then, in a training series,
the synthetic formants were gradually faded out, while the sine-wave
chord was faded in. Finally, subjects were tested on the whole series
with instructions to'?déntify each sine-wave syllable as [ra] or [la].
Subsequently, both groups were tested on the series of isolated F3 ana-
logs and instructed to identify them as "steady" or "upglide”.

Figure 9 displays the results of this last test. Both groups classi-
fy the isolated F3 sine-wave analogs quite consistently, with a 50%
boundary around stimulus 5, close to the midpoint of the series. Figure
10 displays the results of the full-chord test. The speech listeners
are quite consistent, with a 50% boundary shifted away from the midpoint
of the series toward stimulus 6. The violin listeners, on the other
hand, give a sloping function close to chance (similar, in fact, to the
identification function of the inexperienced Japanese listeners in the
left panel of Figure 8). Thus, although both groups of listeners were
well able to classify the varying F4 analog in isolation, only the speech
listeners were able to use the F3 sine-wave information to classify the
full pattern.

Evidently, the phonetic mode begins to be engaged for some sounds and
disengaged for others during the second six months of life. Subsequently,
with appropriate acoustic materials and instruction it may be reengaged
for certain sounds on which discrimination has been lost, or disengaged
for certain other sounds on which discrimination has been retained.

A POSSIBLE BIOLOGICAL FUNCTION OF THE PHONETIC MODE

The distinction between auditory and phonetic perception is not new
(10) and by now has substantial support from studies of hemispheric
specialization in both normal and pathological populations. Some years
ago, Donald Shankweiler and I concluded from the results of a dichotic
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study of normals that "...while the general auditory system common to
both hemispheres is equipped to extract the auditory parameters of a
speech signal, the dominant hemisphere may be specialized for the extrac-
tion of linguistic features from those parameters" (26, p. 579).

Subsequently, Levy (9) and Zaidel (31,32) reached a similar conclusion
on the basis of studies of.split-brain patients, individuals whose two
cerebral hemispheres have been surgically separated for control of epi-
lepsy. Levy showed. that only the left hemisphere can carry out the pho-
nological analysis needed to recognize written rhymes; Zaidel showed
that, while the right hemisphere may have a ;izeable auditory and visual
lexicon, only the left hemisphere can carry out the auditory-phonetic
analysis necessary to identify synthetic nonsense sylilables or the phono-
logical analysis necessary to read new words. Moreover, dissociation
of auditory discrimination and phonetic classification is commonplace
among certain types of aphasic patients, suffering from left hemisphere
lesions. For example, Blumstein, Cooper, Zurif and Caramazza (3), and
Riedel (23) have described patients who could discriminate between syl-
lables differing in the acoustic correlates of voice onset time or in
medial vowel duration, but could not use these acoustic properties to
classify the syllables phonetically.

We may gain some insight into the biological function of this dissoci-
ation, if we remember that the single most securely established speciali-
zation of the left hemisphere in over 90% of the population is for motor
control of the right hand and of the speech apparatus. Whatever the
perceptual capacities of the right hemisphere, studies of aphasics (17),
of split-brain patients (32) and of the effects of sodium amytal injec-
tion (18; Borchgrevink, this volume) agree that the right hemisphere is
essentially mute.

A plausible hypothesis then is that phonetic processes emerged phyle-
tically, within the hominid line, in close association with the motor
processes of the left hemisphere. The phonetic percept is then an ab-
stract, sensorimotor link between the sounds of speech and the motor
controls necessary to reproduce them. One source of ethological support
for this hypothesis comes from the phenomenon of dialect. Every child,
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uninstructed and without effort, learns the dialect of his peers. This
seems to call for, on the one hand, recognition of subtle details of
temporal and spectral structure of the kind we have been discussing and,
on the other, the discovery of precise patterns of articulator place-
ment and interarticulator timing necessary to reproduce the perceived
dialectal variants. Whatever the ultimate adaptive value of dialect--
whether selective breeding or group cohesion--we can hardly doubt its
biological status nor the need for the specialized sensorimotor processes
that it entails. -

Finally, we should not shrink from viewing man's capacities for
speech and language as both central ‘and without biological paraliel,
We would not have come to understand how the barn ow] traclks its prey
from study of its peripheral auditory input alone. Nor would we expect
to advance our knowledge of, say, echolocation in the bat solely by
studying the auditory neural responses to bat sonar signals of chin-
chillas. We can, of course, Tearn much of interest about the common
properties of different mammalian auditory systems that may guide us
in our study of speech. But, in the end, we must’ recognize that speech
is peculiar to man. The purpose of Dérwin's great work was not, after
all, to demonstrate that all animals are the same, but to explain why
they are not.
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