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ABSTRACT

Two major problems for a theory of coordinated movement are considered:
The context-conditioned variability in the terminal variables of the motor
apparatus, and the management of the large number of degrees of freedom
that the motor apparatus attains. One approach to these problems argues that,
in general, the free-variables of the motor apparatus are not controlled in-
dividually, but are partitioned into a smailer number of collectives, where each
collective regulates internally and relatively autonomously a number of degrees
of freedom. Another and closely related approach seeks to identify a system in
which the responsibility for planning and executing an act is optimally dis-
tributed across the components of the system. This paper develops the con-
cept of coordinative structure in concert with the first approach. Using the
second approach, the paper lays the ground for showing that the perception
and action systems participate in a style of organization in which the opera-
tional component and the context of constraint are wedded together into a
single, relatively closed system. Such a system is referred to as a coalition, and
it is claimed that a coalition is the minimum organization required to solve the
problems of context-conditioned variability and degrees of freedom.
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of exact computation. It allows that a motor program can be written as machine
language instructions, that is, in terms of the innervational states of individual
muscles. Insofar as this view assumes that control proceeds from the top down
to a specific address — the individual muscle or the individual motoneuron — we
will refer to the style of control as address-specific (individualized) control. Let
us examine the keyboard metaphor and its associated style of control from the
orientation of two major problems that any theory of coordinated movement — _
of action — must resolve.

The joints and the permissible motions of the complex biokinematic chains
that compose the skeletomuscular hardware of animals, comprise a large number
of degrees of freedom [Bernstein (1967) suggests that it may reach three figures.]
For each coordinated act, therefore, the values for each individual degree of free-
dom would have to be prescribed. To be more precise, the executive at the key-
board would have to specify from the set of all possible combinations of muscle
contractions the particular combination that would achieve the desired objective,
The executive problem in this case is analogous to that of finding the optimum
of a function of many variables. Algorithms that theoretically allow the solution
to such problems prove to be infeasible in practice. Thus one could differentiate
the function with respect to each of its variables and equate the derivatives there-
by obtained. But the solution of the resultant system of equations is no simpler
a problem than the direct search for an optimum. Gel’fand and Tsetlin (1962)
remark that even where the number of variables (degrees of freedom) is relatively
small, say, four or five, the computation of an extremum or optimum is ex-
acting and often impossible for contemporary computational procedures (see
also Sivazlian & Stanfel, 1975). An algorithm may exist, but only with respect
to an abstract machine. A physically realizable machine brings with it -extra-
logical or extra-algorithmic principles (cf. Shaw & McIntyre, 1974) best under-
stood as cost variables, such as how much heat the components of the machine
can tolerate, and how much time the machine can spare for computation. An
animal that must react adaptively to the contingencies of its environment does
not have infinite time to select the right combination of biokinematic variables:
its best policy, argue Gel'fand and Tsetlin (1962) and Greene (1972, in press, a),
is to aim for a rough approximation through the use of “quick and dirty”
Procedures. At all events, we will refer to the problem described above as the
problem of degrees of freedom.

The second major but related problem is posed by context-conditioned varia-
bility. The keyboard variables — the individual muscles and their innervational
States — do not have fixed movement consequences. On the contrary, these
variables relate to movement in a way that is dependent on contextual contin-
gencies. If the nineteenth century executive were truly indifferent to context
(as the notion of control solely through efference suggests) and wrote his move-
ment score as a function, with the states of individual muscles (m) as its argu-
ments, that is, as flm,m,.. .m,), then the function would be indcterminate in
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that for given ms and for given values of these ms the resultant act woulg not be
fixed. In short, the specified function and the resultant behavior would relate
equivocally. The Teason, in part, js that other variables that affect the biokinemati¢ .

C. Sources of Context'Condition Variability

In the first place, there js the anatomica] source of conte.

muscle’s action js contingent op (among other thing‘
to the joint’s axis of motion.

(Weiss, 1941), , ;
In the second place, there is the context-conditiona] variability resulting from

mechanical sources. Most notable among these is the fact that, depending on the
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of a muscle may give rise to a variety of motions of the segment differing in dis-
placement and velocity, and different innervational states may produce identical
motions. The lesson here is a simple one: The innervational states of an individual
muscle and the movements they entail relate equivocally.

A closely related source of variability is indigenous to multilink kinematic
chains of which a whole arm, a whole leg, or the whole body are examples.
Quite simply, the movement of any one link will result in a displacement of the
links attached. The consequence of this is that the attached, or “light” links,
. passively carried by the agonist, or “heavy” link (in the terminology of Eshkol
and Wachman, 1958), will induce forces and moments as reactions to the “heavy”
links trajectory and thereby complicate its control. From the perspective of the
keyboard metaphor and exclusively efferent control, multilink biokinematic
chains look capricious. Closer examiination, from a different perspective, reveals,
however, that facility with a gross body skill is synonymous with exploiting
these reactive consequences to the fullest (Bernstein, 1967). One characterization
of the skilled performer is that, of the changes in forces at the joints necessary
for a given movement, the performer provides (economically) only those changes
in forces that are not provided reactively.

Most evidently, the two mechanical sources of context-conditioned variability
20 hand-in-hand. Thus, because the links have mass, once impelled, they gather
momentum and develop kinetic energy. A given degree of muscle activity acting
against a movement may stop it, simply retard it, or even reverse it; the same
degree of activity, in concert with the movement, may induce marked accelera-
tion. What follows from a given degree of muscle activity depends on the kinetic
conditions of the links. While the significance and ubiquity of this principle was
ignored by proponents of the keyboard metaphor (see Bernstein, 1967), it is
also given short shrift in contemporary theories of coordinated movement (see
Stelmach, 1976). In part, this negligence seems to be due to the assumption that
the innervational states of muscles are in phase or concurrent with the movements
of biokinematic links (Hubbard, 1960), an assumption that deserves our attention,
if only briefly.

The “in-phase™ assumption is a most convenient one because, as Hubbard
(1960) elegantly points out, it permits the luxury of inferring muscle events
from movement events. For example, as the elbow flexes, the biceps shortens
and the triceps lengthens, from which we might infer that there was continuous
graded stimulation contracting the one muscle and relaxing the other.

Fast movements, often referred to as ballistic, are anomalous from the per-
spective of the “in-phase’ assumption. Their control is characteristically “bang-
bang” (Arbib, 1972): an initial burst of acceleration as the agonist contracts,
an intervening period of inactivity and then a burst of deceleration as the antag-
onist acts to degenerate the kinetic energy of the link. In fast movements muscle
activity is simultaneous with only a small portion of the movement. But perhaps
the “in-phase” assumption does hold for movements conducted at a more leisurely
pace, movements that we might refer to as nonballistic. Hubbard has argued and
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PART V.
demonstrated that even here, the “in-phase” assumption is found wanting (Hub-t
bard, 1960); as far as he can discern, the basis of slow movements is the same a5~
that of fast movements — that s, discrete bursts of muscle activity thatalternatelf
act to accelerate and decelerate the link. The contro} of slow movements, in this
perspective, is characten‘stically “bang-bang-bang,” and so on. There js some

562 TURVEY ET AL.

support for this characterization (e.g., Aizerman & Andreeva, 1968; Chernov,
1968; Litvintsev, 1968). It appears that the slow movement of a link, say, wrist
extension or elbow flexion, is the result of pulls by both Opposing muscles,
where each muscle pulls ten times per second (Aizerman & Andreeva, 1968;
Hubbard, 1960), first one and then the other, .
In the third and fing] place we may recognize the context-conditioned varia.
bility that arises by virtue of the physiology. We can relate here only a small
part of what is, most obviously, a very lengthy story. R m
The motor unit, conventionally defined as an alphamotoneuron together with .
the bundle of extrafusal muscle fibers that it innervates, may be considered as
the functional final common path. Alphamotoneurons sometimes have mono-
Synaptic connections with severa] descehding systems. However, these mono-
Synaptic projections to alphamotoneurons represent but a smal] part of the
total neural projection to these cells, and of themselves probably do not bring
about motoneuron firing (Evarts, Bizzi, Burke, DeLong, & Thach, 1971). In very
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Patently, the problem of context-conditioned variability could be solved for
the first kind of machine we described above by making available to it detailed
information about the current states of the muscles and joints. It is commonly
understood that signals to the sensorimotor cortex refer to muscle tension,
muscle length, joint angle changes, and their time derivatives (Granit, 1970). It
follows, therefore, that the flavor of the nineteenth century keyboard metaphor
might be preserved by allowing that the specifications of individual muscle
variables be guided by detailed information on the muscles and the positions and
motions of the individual biokinematic links. A fine-grain description of afference
might be coupled to the fine-grain description of efference, and all the details
of the act — all the individual degrees of freedom — computed in a single step. It
is our impression that a hybrid perspective much like this characterizes a number ,
of current accounts of coordinated movements and motor programs (e.g., Keele
& Summers, 1976; Schmidt, 1976). Unfortunately, this perspective, while
proposing a resolution to the problem of context-conditioned variability, does
not address the problem of degrees of freedom. We might even claim that it
compounds the latter problem by requiring that the values of the large number
of degrees of freedom on the input side be mapped by the executive onto values :
for the large number of degrees of freedom on the output side. o

Il. THE CONCEPT OF COORDINATIVE STRUCTURE

There are two closely intertwined and popular approaches to solving the related
action problems of degrees of freedom and context-condition variability. Both
approaches are evidenced to a degree in the second kind of machine described
above. One approach seeks an optimal grain-size for describing the skeletomuscular
units that serve as the vocabulary for acts. The other approach seeks to describe
and understand an organizational format in which the responsibility for planning
and executing an act is optimally distributed across the various computationa{
components of the acting system.

In this section we will consider the first approach. In particular, we will ex-
amine and elaborate on the point of view that the free-variables of biokinematic
chains are able to be partitioned into collectives (Gel’fand, Gurfinkel’, Tsetlin,
& Shik, 1971), where the variables within a collective change relatedly; and that
the action vocabulary is these collectives, rather than the individual degrees of
freedom.

In the literature, collectives of biokinematic variables take a variety of forms
and are given a variety of labels. Our choice is coordinative structure (Easton,
1972; Turvey, 1977), which we will define generally as a group of muscles, often
spanning several joints that is constrained to act as a unit. A coordinative structure
is a relatively: autonomous system: It regulates internally a number of biokin-
ematic degrees of freedom, but'is itself to be regarded as a single degree of
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freedom, There are grounds for distinguishing between marshalling of such ay
matisms and thejr modulation or tuning (see Boylls, 1975 ; Greene, 1972, in
a; Turvey, 1977). Marshalling a coordinatjve Structure may pe characterized
defining the “ballpark” of a component activity, whereag tuning a coorgin
structure may be characterizeq as tailoring the component activity to cur
contingencies, that Is, making appropriate adjustments within the “ballp,
(Greene, 1972, in press, a).

Notable sources of tuning are movements of parts of the body, i

specific information), information about the Properties and layout of the
vironment (exterospeciﬁc mformation), and informatjon about the relatiqn_
the body to the layout of the environment (expropriospeciﬁc information) (
Lee, 1978). The informationa] Support for tuning (and for coordinated move:
ment in general) is amoda] The three kinds of information described above are
Secured through the partially overlapping sensitivities of the varidps perceptual
Systems (Gibson, 1966), although visjon is the most bountiful ang oftentimes
the most reliaple supplier (Lee, 1978). .

Abrief €xamination of the 8uidance system of an airplane follows. It illustrates

the conception of g coordinative structure and Provides a framework for under-
Standing tuning,

A. The Guidance System of an Airplane as an Hlustration
The kinematic state-set of ap airplane consists of all the configurations into
which its movable parts cap enter; for purposes of illustration, only those

movable parts that myg; be coordinated jn order to guide the airplane in flight
are considered. . -

Comprising all possible configurations of the five movable components, Or, put
differently, each possible configuration of the five control components can be
fepresented by g pointina hyperdimensional kinematic Space of five dimensions.
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the information load placed on a pilot in the above situation, where each aileron,
elevator, or rudder has to be independently controlled; that is, where the style
of control is address-specific with each kinematic degree of freedom individually
controlled.

Assume that although each hinged part can move continuously, only k num-
ber of discrete positions are truly effective because of the inertia of the aircraft
in flight. Thus, the total number of possible discrete configurations of a system
with five free kinematic links is k5. However; for the sake of simplicity, let k&
take on only eight values — a conservative estimate, since most airplanes have
considerably more sensitive guidance control systems. This system’s total kinema-
tic state-space would consist of kS = 85 = 32, 768 independent states. Thus, the
information load on a pilot who must manually select a particular configuration
of the guidance control system in order to select a desired flight pattern is log, n,
where n is the total number of independent choices. For our particular example,
n=285=(23)5 =215 =32, 768 and log, n = 15 bits.

To grasp how complicated this task would be, consider a more familiar case:
If we assume a comparably sensitive manual control system for an automobile
(ie., k = 8) with three degrees of freedom (accelerating, steering, and braking),
then only 9 bits of information must be processed by the driver for each guidance
decision [log, 83 = log, (23)3 = 9 bits] . However, even here we are stretching
the limits of human information processing (Miller, 1957).

In the case of the 15 bit information load demanded of the pilot of the air-
plane with the crude guidance system described above, we are dangerously in
excess of the average load believed permissible. Clearly, a safe aircraft requires
4 guidance system with more manageable degrees of freedom, so as to reduce the
information processing load on the pilot. This can be accomplished by imposing
constraints on the guidance control system.

The kinematic links of the airplane can be constrained in the following way:
Let the ailerons of each wing be inversely yoked so that one moves up as the
other moves down, and vice-versa; yoke the rudder on the vertical fin of the tail
section to the ailerons, so that it moves left when the right aileron is depressed,
and vice-versa; and yoke the elevators on the horizontal portions of the tail
section so that they move in unison, going up and down together. With its
movable guidance components so constrained, the airplane has a greatly reduced
kinematic state-set and can be controlled more simply. The guidance system now
has but two degrees of freedom, namely, the aileron-rudder sybsystem, where
the inverse up-down movement of the ailerons is mechanically coordinated with
the left-right movement of the rudder (a macro with one degree of freedom).
Assu‘ming that this coordinated guidance system is at least as sensitive as the
Cruder version, then we may note that its state-set is k2 = 82 = 64. The latter
number represents a dramatic reduction of 32,704 from the original state-set,
consisting of 32,768 possible unconstrained configurations. More importantly,



566 TURvVEY ET AL, PART v

however, these constraints on the design of the guidance control System achieve
a 500 fold reduction in the information processing load placed on the pilot
(that is, 215 _ 26 = 39 512). :
The joystick, through which the pilot exerts his control of the airplane, links
the two subsystems so that they are mutually constrained to act as a unit. It

cessing load of six bits (that is, where 77 = 82 = (23)2 = 26 = 4. anq log, n=
log, 64 = ¢ bits). By moving the joystick left or right (one degree of freedom),

Patently, the two-dimensional space of the joystick is the control space for
the coordinative structure formed by constraining the freely moving parts of the
airplane in the manner described. (With the free-variables left unconstrained, the
control space wag ﬂve-dimensional.) Furthermore, We may note that the two-
dimensional contro] Space represented by the joystick’s movements is synonymous
with the coordinative structure defined over the freely moving parts; the two

linked by shared afference, but they do appear to be linked — that s, they do
behave as a unit during locomotion. Witness to this claim is the observation that,
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across various gaits, the timing of limb extensor EMGs is nearly invariant with
respect to step cycle and, further, that the activity periods of extensor muscles
relative to each other change little as speed of locomotion changes (Engberg &
Lundberg, 1969). The implication, perhaps, is that in locomotion the limb ex-
tensors are constrained to act as a unit by means of common efference (Boylis,
1975).

A unitary arrangement of joint changes that has been investigated quite
thoroughly and that, therefore, provides an exemplary case, is that which pre-
serves the stability of the head during respiration (Gurfinkel’, Kots, Pal’tsev &
Fel’dman, 1971). With inspiration and expiration, the torso (in both its upper
and middle parts) deflects backwards and forwards, respectively. The displace-
ment is of sufficient magnitude such that, if left unchecked, marked excursion
would occur in the overall center of gravity. However, the respiratory-induced

oscillations in the torso are balanced by antiphasic oscillations at the hip and at
" the cervix. Changes in the angle of the hip and of the cervix are simultaneous
with changes in the angle of the torso, and the relation among these changes in
invariant with frequency of respiration. This constraint on the biokinematic
chain is wrought neither by means of mechanical conspiracy nor by spinally-
mediated afferentation (Gurfinkel’, Kots, Pal'tsev & Fel’dman, 1971); as with
the extensors during locomotion, the coupling source is probably efferent.

Controlling two joints of the arm provides a further case in point. When a per-
son is requested to simultaneously flex or extend his wrist and.flex or extend
his elbow, the joints are moved mainly in a coupled fashion (Kots & Syrovegin,
1966), although this synchrony is achieved with less practice in the case of
changes of the same type (e.g., flexion-flexion) than in changes of the opposite
type (e.g., extension-flexion) (Kots, Krinskiy, Naydin, & Shik, 1971). Signifi-
cantly, the two rates of change of joint angle preserve one or another invariant
ratio that is not attributable to mechanical coupling. Individuals differ in the
ratios they use and they tend to have three to seven such ratios. Furthermore,
they use a different subset of these ratios (usually three or four of them) for
each of the four combinations of flexion and extension (Kots & Syrovegin, 1966).

Finally, let us take note of observations on the production of speech that
suggest that oftentimes movements of the tongue, lips, velum, and jaw may be
constrained as a unit (Kent, Carney, & Severeid, 1974).2 To illustrate, in uttering
the word contract lowering the velum is initiated with the release of oral closure
for fk/, and elevating the velum begins with the tongue tip movement for alveolar
closure (Kent et al., 1974). In uttering the word we, the transitions from the
glide /w/ to the vowel fi/ is mediated by the contemporancity of a forward
gesture of the tongue body, and a release of lip protrusion. With increase in
emphatic stress, there is an increase in the displacement and velocity of the tongue
body and in the displacement and velocity of the upper lip. However, the relation

Iwe thank Carol Fowler for bringing these particular observations to our attention.
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between the lingual and labial displacements and velocities remains invariant
over variations in stress (Kent & Netsell, 1971). Apparently, for utterances like
/wi/, the stress contrast modulates both articulators or neither articulator,

It is dimly apparent from these examples that where several muscles are con-
strained as a unit, whatever the mechanism, the activities of the individual
muscles covary in terms of a ratio that is relatively fixed and indifferent to overall
magnitude changes in these activities. In reaching this tentative conclusion we
are somewhat guilty of the “in-phase” assumption, for our examples have crossed
the muscle state-link movement boundary and, glibly, we are-treating the two
as isomorphic. Nevertheless, we believe the conclusion has heuristic merit and,

following Boylls ( 1975), we proceed to identify two prescriptions for a ccordina-
tive structure,

C. Structural and Metrical Prescriptions

A “structural prescription” refers to the ratios of activities in the muscles com-
posing a coordinative structure that are invariant with respect to absolute activity
level. As Boylls (1975) remarks, a metrical prescription is like a “scalar’” quanitity,
which multiplies by the same amount the activities of each muscle in a coordina-
tive structure. In the example just given, of uttering /wi/, emphatic stress is
analogous to a metrical prescription, for it magnifies the lingual and labial activi-
ties to the same degree: the ratio between the two activities that is preserved
over stress is the structural prescription.

The specification of structural and metrical prescriptions for coordinative
structures is, in part, what is meant by tuning. A change in structural prescrip-
tion changes the dynamic topography of a biokinematic chain whose links have
been constrained to act as a unit; a change in the metrical prescription changes,
among other things, the speed with which the dynamic topography is realized.
Our guess is that metrical prescriptions can be modulated more rapidly and with
greater facility than structural, and there are 2 few experiments in favor of this
view.

From the work of Asatryan and Fel’dman (1965) and Fel’dman (1966) we
learn that where the muscles at a joint have been constrained to act as a unit —
either for the preservation of a particular posture against opposing moments of
force, or for the purpose of moving, on signal, to a new prescribed position,
again against opposing moments of force — the muscle complex is describabie
as a nonlincar spring with definite stiffness and damping parameters. In the case
where a posture is to be maintained, if the opposing moments of force are changed
unexpectedly, the limb segment moves initially to a posture that is in acgotd
with the original parameters, and only then does it move to a posture that is in
accord with the new parameters relevant to the new moments. In the case of
moving to a prescribed position, if the moments are changed subsequent to the
signal to move but prior to movement, the limb will move initially, but erron-
eously, to a position that would be predicted for the “spring” parameters present
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at the time of the signal. One might interpret these observations to mean that
once a coordinative structure has been activated, the parameters of that structure
cannot be modified until the task, for which it was set, is complete. But a more
prudent interpretation is that the temporal scale over which changes wrought
through tuning can occur does not always overlap the temporal scale over which
can occur changes wrought through generated kinetic energy. Where the scales
do overlap, the personality of a coordinative structure can change — in flight,
as it were.

It can be shown by experiment (Vince & Welford, 1967) that a movement by
a hand begun slowly in response to a signal for a “slow movement” can be
accelerated in response to a further signal, one that is for a “fast movement,”
in very much the same time that it would take to initiate a fast movement from
rest. And this is so even if the second signal arrives during the latent period of
the first. On this experiment and another (Megaw, 1970), in which the second
signal called for a slightly different movement from the first signal, it appears
that the form of an “initiated” movement is less rapidly altered than the vigor
with which it is conducted. In our terms, structural prescriptions are less rapidly
alterable than metrical prescriptions.

An especially interesting illustration of metrical modulation is to be found in
the activity of the baseball batter (Hubbard & Seng, 1954). In this illustration
we can point to the derivative properties of the optical flow field at the eyes as
the information for metrical prescription. As with all batting skills, it is mechani-
cally advisable to move in the direction of the ball. The right-handed baseball
batter does so by lifting his left and leading foot, moving it forward and parallel
to the ball’s line of flight, to finally place the foot some distance in front of, and
probably slightly to the side of, the foot’s initial position. The start of this step
is synchronized with the release of the ball from the pitcher’s hand. The dura-
tion of the step, however, and the start of the swing (which more often than not
coincides with the completion of the step) are inversely related to the speed of
the ball, to which the speed and duration of the swing remain relatively indifferent
(Hubbard & Seng, 1954).

We may consider the act of batting as supported by a function defined over a
small number of coordinative structures, which for present purposes suffices as
our definition of an action plan (Turvey, 1977). It can be hypothesized that the
batter’s stepping pattern arises primarily from the activities of knee extensors
and hip abductors and flexors constrained to act as a unit. A structural prescrip-.
tion on this coordinative structure defines the dynamic topography of the step-
ping movement. On release of the ball the batting plan is initiated: during its
unfolding, the plan is tailored to the current contingencies by the optically
. specified metrical prescription: The duration of the step (and hence the initiation
of the swing) is functionally related to the speed of the ball.

In this last example we catch a glimpse of a central problem for the theory of
how acting and perceiving conflate: In the performance of acts exterospecific,
propriospecific, and expropriospecific information must be selectively percolated
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through the action structures at the right time. Conventional theories of selective
attention do not address the question of how the selection of information js
temporally constrained so as to be compatible with the dynamical requirements -
of the system it serves. _
An interesting observation of Orlovskii’s (1972) may have some bearing on
this problem. Given supraspinal stimulation of the spinal cord known to enhance -
flexor and extensor contraction in the inert animal, it was shown that when this -
stimulation was continuous with locomotion, the effects of the stimulation were
manifest only at select points in the locomotory cycle. One might interpret this
result as saying that the interaction of coordinative structures created “holes” .
or “slots™ through which the continuously present supraspinal influences could
“flow” (cf. Boylls, 1975. Is this an instance of a general principle? In that the
visual information that supports activity is not characterizable as momentary
signals or stimuli but as continuous optical flow fields (Gibson, 1958; Lee, 1974),
may we conjecture that the “lintrojection” of information into an act is con-
strained by the interaction among coordinative structures mediating the act?

That selective percolation at the right time is defined, in very large part, by the
act itself?

D. The Concepts of a Control Space and a
Moving Point of Control

Consider once again the airplane guidance system described earlier. The concept
of a control space is instanced by the two-dimensional space describing the joy-
stick’s movements, and it provides an elegant way of characterizing the two

tuning functions of metrical and structural prescriptions. The two subsystems of
the airplane’s guidance system and the control space are depicted in Fig. 1. In

Coliectives Control Space

[aileron] ) ~laileron}

structural
prescriptions
r—ﬁ"
— Ne!rica!
prescription
ielevator| — - ——;’eleVU 8
{rudder |

FIGURE 1.
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reference to a task such as that of Kots and Syrovegin (1966), one of the sub-
systems can be likened to the collective of muscles regulating the change at the
elbow, and the other can be likened to the collective of muscles regulating the
change at the wrist. As Fig. 1 shows, any point in the control space is a metrical
prescription, since it defined values for the variables of the collectives; a line in
the control space is a structural prescription, since the slope of a line in the space
defines a particular relation holding between the kinematic values of the two
subsystems, that is, a ratio that is preserved invariant over metrical change.

The potential usefulness of the concept of a control space suggests that we
should seek a way of determining such spaces for the biokinematic variables of
natural systems. Consider a kinematic analog to animals and humans: A robot
with the capability of locomoting across a room and opening a door. We restrict
ourselves to considering simply the control of a single limb of the robot. Let the
robot’s limb consist of two rigid segments of unequal length, connected together
by a joint (an “elbow”) that permits 360° rotation in the plane, with this articu-
lated limb connected by a similar circular joint to the main body of the robot (a
“shoulder”). What is the structure of the control space of this two-joint system,
and what is the minimal number of degrees of freedom needed to describe it?

The robot arm described above. is, essentially, a compound planar pendulum
with two kinematic degrees of freedom. In general, a precise representation of
the total kinematic state-set of a mechanical system of / degrees of freedom can
be provided by a control space defined over / parameters. The sturcture of the
control space of the limb can be determined by taking the (topological) product
over the unrestricted motions of the multiple linkages of its freely jointed kine-
matic chains. In the case of our idealized robot, the segment extending from the
shoulder can rotate through a 360° planar angle around the shoulder joint; a
similar rotation is permissible for the lower segment connected to the elbow
joint. Furthermore, since these two segments are independent, for each angle
that one of them assumes, the other is free to assume any one of its continuous
angular positions. Thus, all possible positions of this articulated limb may be
represented as the topological product of the angular positions of two circles.
This topological product determines a manifold with two degrees of freedom
known as a torus — a closed surface of two dimensions resembling the outside of
a bagel.

Intuitively, one can conceive of the topological product of two circles as that
surface (a torus) generated by stringing a small circle on a large circle and then
moving the small circle in such a way that the larger circle consistently penetrates
its center. All the points on the surface of this object specify possible kinematic
states, or configurations, of the articulated limb of the robot. To locate a specific
kinematic state on this surface requires imposing a coordinate system on the sur-
face. Such a coordinate system is readily provided by dividing the circumference
of the torus into degrees and, similarly, by dividing the circumference of the
small circle into degrees. These two coordinate dimensions — two degrees of
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freedom - can then be ygeq to locate every possible Combination of circular
joint valyes Permitted by the kinematic linkages of the robot’s limbs, If the
values assumeg by the two joints are truly independent of one another, then the

torus provides 5 Natural'model of the control space of the robot’s arm because it

the contro] of 4 ¢ooidinative Structure by tuning,

To summarize: The concept of a contro] Space is formally equivalent to that
of a coordinative Structure; and tuning a coordinative Structure is formally
€quivalent to 4 moving point of control in the control Space. The position of the
point of control defines the metrical prescription and the direction of movement

(a line, a plane, or a hyperplane) through the Space identifies the Structural pre-
scription, -
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different way, the linkage constrains three degrees of freedom and leaves uncon-
strained two degrees of freedom. Consequently, to complement the constraint
supplied by the linkage, the source of control of the joystick must possess at
least two degrees of freedom. In the course of piloting the plane, the pilot
supplies the requisite constraint not supplied by the linkage. If for some reason
the pilot could move only his right arm, and then only in a plane paralle] to the
sagittal plane — that is, forward or backward — then the pilot would not be able
to control the plane. The single degree of freedom at the pilot’s disposal is not
the complement of the guidance system.

What does the moving point in the control space represent in natural systems

such as animals and humans? After all, unlike the case of the airplane control
 space, there is neither joystick nor pilot to guide the moving point in a literal
sense.

As suggested earlier, it is reasonable to assume that in animals and humans the
constraints that complement the available degrees of freedom of the coordinative
structures and tune them to their precise parametric values, originate primarily
in the environment, and are picked up through perceptual activities. If this is so,
then it strongly suggests that the unit of analysis for action must be of a grain
sufficiently coarse to include, in addition to the anatomical and physiological
aspects of the actor, certain relevant portions of the perceptual environment. In
other words, the theoretical analysis must be at a grain that is truly ecological
and not just psychological or physiological on the one hand, nor just physical or
informational on the other (see Fowler & Turvey, in press; Shaw & Mclntyre,
1974).

Itl. TOWARD A DEFINITION OF COALITIONS

Later in this section we will present a quasi-formal analysis of different organiza-
tional styles as models of control systems. This analysis carries us toward a formal
definition of a coalition and a potential resolution to the problems of context-
conditioned variability and degrees of freedom. .

To set the stage for this analysis, we must make some prefatory comments
on major principles of organization in complex systems; we do this through a
brief comparison of a hierarchy and a heterarchy. In addition, we will present an
example of one principle — that of free dominance — as manifest in the relation
between preserving balance and performing acts that create imbalance.

A. Preliminary Remarks on Organizational Principles

A familiar form of organization is the hicrarchy: The burden of computation
on higher stages is alleviated by apportioning minor computation and processing
to lower stages. We (Shaw, 1971; Shaw & Mclntyre, 1974; Turvey, 1977) and
others (c.g., Minsky & Papert, 1972) have claimed, however, that the hicrarchy
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does not do justice to the Organizational style manifest by complex dynamical
(biological) systems. A hierarchy does not appear to provide the necessary com.
putational power (see Sutherland, 1973); and significant biological events, such
as remodeling or aging, are not easily defined over a hierarchy (cf. Shaw &
Mclntyre, 1974). Let us consider, therefore, in these preliminary remarks, the
distinction between a hierarchy and a style of organization that, in theory,
approximates more closely the biological form, namely, a heterarchy.

A pure hierarchy is characterized by the unidirectionality of commands or
information flow. Given two structures or systems that are at different levels of
the hierarchy then A, the higher system, always commands B; B never commands
A. In a pure hierarchy, therefore, the relationship between any two levels of the
hierarchy is immutable. In less pure forms, this unidirectionality feature is
relaxed slightly to allow some flow of command from the lower to the higher
level; in this case we Say, more properly, that there is a fixed asymmetry in the
command flow between structures of different levels. Significantly, where A
and B are systems at the same level of the hierarchy, there is no conversation
between them at all. :

A second hierarchical feature is that for any given system the role that it
plays is singular and immutable. The corollary of this feature is no less important;
namely, that for every function to be computed (or role to be played) there is-
a specific system in which that function is invested. Collecting these two features,
it is evident that a principle characteristic of a hierarchy is the centralization of
control, the investment of decision making in one executive system.

A heterarchy is distinguished from a hierarchy in that “‘free-dominance”
defines the relation between any two systems. Partitioning the systems into
agents and instruments is arbitrary in that the extant relations depend on
context, on the task being performed. The hierarchjcal unidirectionality of
command is replaced by reciprocity in the flow of information. Further, the
hierarchical fixedness of roles is replaced in a heterarchy by “‘functional pluri-
potentialism™ (Filimonov, 1954 cited by Luria, 1966) meaning that no system
is responsible for solely a single function, and that any system can assume a
(limited) variety of roles as situation and task demand. It follows from this
redundancy of function that any inventory of basic constituent elements will
be equivocal. Relatedly, management of a heterarchy is not the prerogative of
any one system. Many systems would function cooperatively in decision making,
although not all systems need participate in all decisions, Collecting these features,
it is evident that a principal characteristic of a heterarchy is decentralization of
control.

B. Reciprocity of Control Between Transport and
Postural Activities

We may distinguish two classes of activity in gross motor tasks: transport and
postural (cf. Smith & Smith, 1962). Both classes may be regarded as transforma-
tions of posture; that is, configurations of trajectories as the limbs move from
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one relatively stable arrangement to the next, although transport transformations
are oftentimes more intricate and sometimes more arbitrary than postural. The
principal distinction between the two is that transport activities are oriented to
the local conditions of stimulation, for example, the flight of the ball, or the
motions of an opponent, whereas postural activities are oriented to the global
conditions or terrestrial stimulation, the global physical invariants (Shaw &
Mclntyre, 1974), such as the horizon, gravity, and the ground plane. It goes
without saying that most gross motor acts — as manifest in tennis, soccer, etc.
— involve a tight confluence between the two classes. Our question is: How is
this confluence realized?

1. Constraining the selection of transport activities. Fomin and Shtil’kind
(1972) have introduced the term “pedate system” for any system with legs such
that the system’s normal contact with the surface of support is by means of the
plantar parts of the feet. For nature’s pedate systems, surface contact through
the feet, intertial contact through the vestibular system, and optical contact
through the ocular appraratus are the three sources of information about the sys-
tem’s orientation and movement relative to the environment (Lee, 1978). Of
the three, vision is the more informative and influential; the vestibular system is
not sensitive enough for fine balance control (Lee & Lishman, 1975), and surface
contact through the feet is ambiguous about the body’s relation to the environ-
ment when the feet move relative to the environment, such as when the surface
is compliant, unsteady, or narrow (Lee, 1978).

From Gibson (1966) and others (Lee, 1974; Warren, 1976) we have learned
that the optical flow patterns at the eye are specific to one’s movements with
respect to the layout of environmental surfaces. To illustrate, a person attempting
to maintain an upright steady stance is perturbed by transformations of the total
optic array: a form of inclusive optical expansion induces backward body sway,
and a form of inclusive optical contraction induces forward body sway (Lee &
“Aaronson, 1974). Witness to the human pedate system’s sensitivity to this visual
source of expropriospecific information is the observation that body sway can
be driven phasically by extremely small oscillations in optical expansion and
contraction (Lee, 1978).

We can claim, therefore, that while standing or locomoting, the maintenance
of an upright posture is an active process (cf. Aggashyan, Gurfinkel’, & Fomin,
1973) oriented principally (but not solely) to preserving the absence of certain
kinds of inclusive optical change. Patently, any transport activity is, in the final
analysis, a disturbance of the body’s relation to the global invariants which, on
the above, is specified primarily by the optical flow pattern. But for a great
many transport activities, the activity is possible only if, during the movement,
a relatively stable relation is preserved between the body as a unit and the global
invariants. Could this be achieved by a simple feedback system, that is, by a
process in which the perturbation is corrected subsequent to the activity or,
better still, subsequent to phases of the activity? The problem with any feedback
solution is that oftentimes the specified compensatory changes are for states that



576 TURVEY ET AL PART V

are no longer current. It is evidently the case that while some form of feedback
(e.g., velocity or acceleration feedback) is necessary to the integrity of the trans.
port activity postural activity relations, it is not sufficient. Let us consider in this
regard the concept of “region of reversibility” as it relates to the concept of
pedate system.

The set of all transformations of the biokinematic chains defines a phase
space of which a subset is the region of controllable transformations. Within the -
latter there is defined a particular subset such that for any two points in the sub-
set, there is a control process by which either point can be attained from the
other; in short, for any movement defined within the subset there is an inverse,
This subset is the “region of reversibility,” and by the use of the term “equili-
brium” for a pedate system, Fomin and Shtil’kind (1972) mean that the kinematic
state of the system is within this region. Significantly, the region of reversibility
for a particular pedate system is not constant, and among possible sources of
variation, we may recognize the conditions of the support surface (compare ice
skating to running on the road) and the speed at which the body is moving
relative to the surface supporting its locomotion. Now it follows that a major
constraint on the planning and executing of many transport activities is that
they conserve the pedate system within the region of reversibility. More precisely,
and more practically, the constraint is that transport activities do not carry the
system foo closely to the boundaries of the region. Proximity to the boundary
is costly in that coordinative effort would have to be disproportionately allocated
to postural activities at the expense of transport activities.

By way of summary, it is proposed that preserving a relatively invariant rela-
tion to the global invariants in the course of transport activities is partially
achieved by an equilibrium-oriented constraint on: the selection of transport
activities. Let us consider a further possible factor.

2. Anticipatory postural activities are transport-specific.  As alluded to
above, preserving balance through feedback alone would often be too late and
too slow. This tardiness, however, can be circumvented. When a cat detects an
incipient stumble, approximations to the proper muscular response are rapidly
generated to preserve the upright posture of the cat long enough for relatively
low-level feedback mechanisms to take charge (Roberts, 1967). A particularly
sophisticated version of this style of control is suggested by the observations of
Belen’kii, Gurfinkel’ and Pal’tsev ( 1967).

On receipt of an auditory signal, a participant is requested to raise his arm
rapidly forward to the horizontal position. In the interval prior to the first signs
of activity in the deltoid muscles of the shoulder, the muscles most responsible
for the movement, there is-evidence for considerable modification in the muscle
states of the trunk and lower limbs. If it is the right arm that is raised, activity in
the biceps femoris of the right leg and the sacrolumbar muscles of the left side
precede activity in the deltoids. In addition, a definite anticipatory relaxation
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occurs in the left biceps femoris. We see, in short, an orderly pattern of change —
of fixing and relaxing links in the kinematic chain of the body — preceding the
transport activity of raising the arm. This pattern is both stable and specific to
the transport activity: The pattern is constant over repetition and the pattern
anticipatory to lowering the arm is distinctively different from that anticipatory
to raising the arm (Belen’kii et al., 1967; Pal’tsev & El'ner, 1967).

We may interpret these anticipatory changes as intended to minimize the
perturbations of the pedate system that would result from the movement of the
arm. But insofar as these changes do occur prior to the movement and are specific
to the moment, we may recognize the larger implication that, at least for this
limiting case, the specification of a particular transformation of a kinematic
chain, which is a particular transport activity, is concurrently the specification of
a particular transformation of other kinematic chains, which is the cognate,
postural activity. :

If these anticipatory postural adjustments are absent or impaired (owing to
brain injury), then pronounced excursions in the center of gravity accompany
the arm movement (Pal'tsev & El'ner, 1967). Nevertheless, the anticipatory
adjustments are not the whole story, for in the normal case other postural
adjustments, presumably of 2 more precise nature, accompany and follow the
movement of the arm (Pal’tsev & Elner, 1967). It seems as if the anticipatory
adjustments put the pedate system into the ballpark (see Greene, 1972, in press,
b) of postural arrangements appropos the dynamics of moving the arm and
appropos the disposition of the limb subsequent to the movement. We may
state, therefore, the larger implication, noted above, more simply and somewhat
differently: The plan for a transport activity, such as an arm motion, specifies
the ballpark of necessary postural activity or, relatedly, a transport plan “pied-
pipes™? an approximate, postural plan.

The preceding statement, in both its simple and more complicated forms,
must be qualified on two counts. First, the relations between transport and
postural activity is not a fixed-dominance relation, as pied-piping would seem to
imply. The weight of the evidence (Belen’kii et al., 1967; El'ner, 1973; Pal’tsev
& El'ner, 1967) favors a free-dominance relation. Second, there is the question
of the generality of this form of control. There is the possibility of course, that
the balance-oriented fixing and relaxing of biokinematic links, preparatory to
and specific to a transport activity, is manifest only in simple motor tasks such
as studied by Belen’kii et al. (1967). It can be argued, however, on rational
grounds, that the form of control described above would be apt for many forms
of transport activity; as a general principle, approximating a desired state through
feedforward makes the task of feedback regulation considerably more simple
and more efficient (cf. Greene, 1972, in press, a).

2This term was suggested to us by Robert Remez, with all due respect to John Robert
Ross.
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In the general case, then, the intended transport activity can be the basis for
specifying an anticipatory but approximate feedforward adjustment of postural
control structures. In the acquisition of a skill (say, a gymnastics routine) it
would be beneficial for the performer to become sensitive to the postural activity
implications of intended transport activities (see Belen ki et al,, 1967, for a

. must emerge pari passu with a solution to the problem of degrees of constraint —
a problem that was introduced in the concluding remarks of Section II. When
taken together, the overarching problem becomes that of how a (biological)
System and its environment mutually constrain one another. The reciprocity of
animal and environment is captured by the term ecosystem; a special system that
exhibits functional integrity (defined below) and that will be said by ustobea
coalition. Qur strategy, in a nutshell, will be to develop the concept of a coalition
by contrasting it with systems whose control principles are both simpler and less
abstract — systems such as aggregates, chains, complex-chains (e.g., hierarchies),
and heterarchies.3 _

In order to delineate clearly how one type of control system necessarily differs
from another, only pure cases of each type will be considered. The reader, there-
fore, should be cautioned against confusing the labels for control systems as
used here with the way these labels are often used in the literature. As remarked
earlier, pure hierarchies are defined as possessing no mutability among levels of
control, that is, no free-dominance relations. Many theorists, however, are pri-
marily interested in hierarchical organizations where the principle of immutable,
superordinate control is not sacrosanct, and where inversion of dominance
relations is allowed. By out taxonomy, the latter would define a mixed case
more aptly described as heterarchical organization of a hierarchy.

3Elsewhere we have treated the concepts of heterarchy and coalition as synonymous
(e.g. Turvey, 1977); here they are distinguished.
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It is our belief (although it should be proven) that any system of a mixed-type
can be defined as a logical product of a proper subset of pure systems. Hence,
the analysis to be given should introduce the set of minimal contrasts required
to characterize exhaustively all the subcategories of pure control systems.

The above assumption that only pure cases are needed for complete logical
characterization of control systems allows the following conjecture to be made
(again, a proof would be desirable): All control systems are properly included as
special cases in the category of structures that we shall call coalitions. In other
words, by placing appropriate restrictions on the properties of coalitions, each of

the other type of control system can be defined. This inclusion relationship can
be represented as follows:

aggregates D chains D hierarchies D chain-complexes Sheterarchies D coalitions

Each structure on the left of the inclusion sign is a special case of that structure
on the right under which it is included. There are many different ways to dis-
tinguish these structures from one another; for our purposes we will consider
only how they differ with respect to their inherent principles of organizational
control — what we shall call their dominance of control principles. It will prove
to be the case that such an analysis has important implications for what such
systems can do as well as how they might do it. The goal is to show how the con-
cept of a coalition provides a more adequate control system model for living
systems than any of the lesser models because it alone is sufficiently well-struc-
tured to offer a potential solution to the degrees of freedom problem and the
problem of context-conditioned variability.

1. Nets. Nets of states provide the medium or structural support for defin-
ing control principles. Four primitives comprise a control net: first, a set S of
elements called “states”;second, aset R of elements called “dominance relations™;
third, a function DOM whose domain is S and whose range is contained in R;
and fourth, a function DOM whose domain is R and whose range is contained in
S. The first and second primitives are self-explanatory. The third primitive asserts
that 2 function DOM exists such that DOM (g, b) =4 DOM b =a —>b (read as “a
dominates b”). The fourth primitive asserts the inverse, namely, DOM(a, b) =¢a
DOM b = b ~>a (read as “a is dominated by b” or “b dominates a”).

All possible control nets may be constructed from the intuitive elements
given in Fig. 2.

From inspection of Fig. 2 it follows that nets may or may not possess feed-
back control loops. One also sees that dominance loops may be defined on a
single state, a pair of states, a triplet of states, etc. Hence, the circuit of the dom-
inance relation may be monadic, dyadic, triadic, tetradic or, in general, n-adic,
where 71 is the number of states in the loop.

The properties depicted in Fig. 2 can be used to distinguish several classes of
control systems. A strongly connected system is one that has the maximum
number of n-adic loops; that is, where there are k states, n (the number of loops)
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PART Vv
(a) —"O a dominated state {input statef
b) O— a dominating state {output state)
a transitive state that is both dom-
{c) _"’O"—‘ inated and dominating (mediating
state)
) \O a state with more than one dom-
/ inating state {convergent state)
(e} O< a state that dominates more than
one state {(divergent state)
() \O< a mixed-dominance state (convergent-
e divergent state)
(@) 6 a state with a feedback loop (recursive
state) .
a feedback loop between two stétes
h) @ (strong dyad)
. a chain with linear transitivity i.e., '
i (:)-.(:)-.
W © aDOMb, bDOMc therefore aDOMc
a triadic loop (weak heterarchy)
i) ‘ @\ exhibiting circular transitivity, i.e.,
@ aDOMb, bDOMc therefore aDOMg, -
bDOMa and cDOMa

(k) @/®\ ? an n-adic loop for a system of n states
N

Se

FIGURE 2.

equals k. Control systems, therefore, are potentially distinguishable on a connec-
tedness dimension.

It is also possible to distinguish control nets in terms of their “spread” of
control, that is, the extent to which every state participates equally in the func-
tions computed by the net. The greater the number of divergent states, or diver-
gent branches from single states, the more centralized the control of the system.
Conversely, the greater the number of convergent states, or convergent branches
onto single states, the more focused the effect of the control. Moreover, the
more strongly connected the net, then the greater the decentralization or spread
of control. These two properties, strength of connectivity among states, and
spread of control (or of the effect of control) provide. useful dimensions by
which the diverse varieties of control nets may be distinguished. Indeed, the
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logical product of the fundamental net elements [Fig. 2 (a) — (k)] yields all
structural models needed to support the descriptions of all possible control sys-
tems differing along these two dimensions. Some of the types of control systems
that have enjoyed popularity among systems theorists are presented in Fig. 3.
Let us now survey the range of control systems typically discussed. For the sake of
completeness, we start with the most trivial of “systems” — the lowly aggregate.

2. Aggregates. Aggregates consist of collections of isolated states that
exhibit free-variation. In free-variation, each state behaves in a manner uncon-
strained by the behavior of any other state in the collection. By control of a
given state, we mean a relationship among states of a collection that reduces the
degrees of freedom that the given state posses in free-variation. Hence, the con-
trol principle for an aggregate is trivial, since such a collection of k-states exhibits
a maximum of k-degrees of freedom and requires a separate source of constraint

divergent, non convergent
@ @=@—-—@® ™"
@ system without loops (a chain)

tion of control (divergent /inks)

{b) . ® © radial net with complete centraliza-
-0
7 N
7 \

(c) divergent net without loops (a pure

/@ output hierarchy). Reversing the
R ’\ arrows gives a convergent net without
ONOMONO

loops {a pure input hierarchy)
{d) divergent-convergent net without
toops {a chain-complex)
e—0

(e) /@\ convergent-divergent net with dyadic
ﬁ. loops (a weak hierarchically organized
heterarchy)
§o &%

{f) convergent-divergent net with full
{f complement of n-adic loops (a strong
\ heterarchy)
G—

FIGURE 3.
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for each state, that is, k-degrees of constraint. Clearly, a perfectly controlled
system is one in which for each degree of freedom exhibited there exists a degree
of constraint; or put differently, a perfectly controllable system is one in which
for each dominating state, there exists a reciprocal state that dominates it. Such
reciprocal states will be said to be dominance-duals.

An example of an aggregate is a gas consisting of randomly excited particles.
Although such kinetic structures may be stochastically described (the gas laws),
they do not consist of states that are jointly controllable. (Only an ideal gas
would qualify as a perfect aggregate.) Therefore, let us reserve the concept of a
controllable system for those collections of states that can be constrained as a
whole in such 2 way as to exhibit fewer degrees of freedom than permitted
under free-variation. Collections of states exhibiting such constraints will be said
to be structured. Put differently, a structure is a system of states possessing
fewer degrees of freedom than a collection of free-varying, unconstrained states.

The concept of control refers to either a dynamic process or a syntactic pro-
cedure that acts to bring about structuralization of a system. Typically, however,
the concept of control is reserved for transient, rather than permanent, structurali-
zation of a collection of states achieved by time-invariant rule, rather than time-
variant law (Pattee, 1973). For instance, although it is appropriate to say that a
population (an aggregate) of molecules is dynamically controlled in accord with
the gas laws, we shall for the most part be concerned with systems (e.g., biologi-
cal systems) that are syntactically controlled in accord with a program of con-
straints (e.g., DNA, perceptual information, or remembered rules).

Since, by definition, aggregates are syntactically uncontrollable systems, their
study offers little help toward a solution to the problem of how coordinative
structures (a syntactic concept!) may become attuned to the environment.

3. Chains. The simplest nets possessing nontrivial principles of control are
chains. A chain is a concatenation of states that obeys the linear transivity
principle of dominance, namely, if 2 DOM b and b DOM ¢, then ¢ DOM ¢ (Figs.
2i and 3a). To see why collections of chained states are controllable systems in
the above sense, consider a collection of seven states [a, b, ¢, d, e, f, g] parti-
tioned into the following pair of chains: ¢ >b —>¢;d —e —>f—>g. A control sig-
nal with but two degrees of freedom can provide impetus to activate each chain
by stimulating states 2 and d, respectively. This represents a savings of five
degrees of freedom over the seven degrees of freedom the states would exhibit
as a free-varying aggregate of states.

But notice that to control the system, the signal must be specifically addrgssed
to enter each chain at the start-state, the extreme left state. For this reason we
call such structures address-specific systems. As weak as such structures are, they
nevertheless have the virtue of allowing a partition of several states (a chain) to
be controlled as if it possessed but a single degree of freedom (form the perspec-
tive of some executive). Traditional examples of such systems are “stimulus-
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response” chains or reflex-arcs. As argued earlier, the shortcomings of such
models for action control systems is that (a) they require a system with total
centralization of control (an executor or homunculus) to orchestrate the chains;
this means that the degrees of freedom problem is left unresolved; and (b) chains
are rigid, undirectional structures, and therefore offer no way in which the
action system of an animal or human might become appropriately tuned to en-
vironmental exigencies.

4. Theconceptofpluripotentiality. A network of chains can be constructed
by concatenating chains by means of divergent and convergent net modules
~ (see Fig. 2). For instance, a planar net of five states comprising two chains can

be constructed as depicted in Fig. 4. With the use of divergent or convergent
states to build chain-complexes, an important new property is introduced into
control systems that is not found in simple chains. Figure 4 represents two
dominance functions: DOM(a, b, ¢) and DOM(a’, b, ¢). Notice that these two
chain-functions have a state in common, b. This means that b, unlike the other
four states in the complex, plays a functionally equivocal role in two distinct
functions. Furthermore, as more complex nets are built from divergent and/or
convergent states, a greater number of states like b will lie at the intersections-of
chains. The number of such functionally equivocal states in a system will be sald
to provide a measure of the system’s pluripotentiality.

Thus, a system with great pluripotentiality is one whose states are likely to be
engaged in a large variety of functions — a measure of the richness of the system’s
multipurposiveness. Thus, unlike aggregates and isolated chains, chain-complexes
{networks) are necessarily systems with some degree of pluripotentiality, where
certain states assume a degree of universality, or nonspecificity, of function. By
generalizing this property, it is reasonable to ask whether there might not be a
continuum of controllable systems ranging from those with functionally univocal
(unique) states through those with states that have lesser or greater functional
equivocality to those remarkable systems (like the human brain?) that appear to
have essentially functionally universal states. (A universal Turing machine being
such a system.) Indeed, as will become evident, such a continuum of functional
plasticity does seem to exist — ranging from simple chain-complexes to coalitions.

©
O

FIGURE 4. e @
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5. Hierarchies: Nets without control loops. Many interesting properties of
control systems, in addition to pluripotentiality, can be modeled by chain-
complexes. A very special and extremely popular property is that of being hier-
archically organized. As we shall see, such systems allow for the introduction of
a degree of generality into control systems not permitted in systems organized at
but a single level of control

Control nets may be constructed from two kinds of elements distinguished
by what they dominate. A terminal-state takes some dynamic aspects of the
environment as its value, such as being “on” or “off,” conducting or not con-
ducting. Thus, we say a terminal state dominates values in the execution mode,
i.e. aDOM [1, 0]. On the other hand, a State-variable is a state that takes another
state, or a partition of states, as its value. Thus, we say a state variable dominates
values (other states) in the control mode, that is, 4 DOM [B, C.. .N] or 4
DOM [b, c.. . .n] (where lowercase letters represent terminal-states). By levels of
control, we mean an ordering of dominance relations among state-variables,
states, and values. Every physically realizable control net by definition must have
a minimum of two levels — a control level and an execution level. Hence, a
control system necessarily exists simultaneously in two modes: the control (syn-
tactic) mode, and the execution (dynamic) mode. We can now make explicit the
intuitive notion of a hierarchically organized control system.

-A hierarchy is a net with two or more levels of control constructed solely .
from divergent elements (see Figs. 2 and 3). Notice that a hierarchy can only be
composed from divergent (or convergent) state modules (see Fig. 3c). A chain of
state-variables constitutes a degenerate hierarchy but can still have levels of con-
trol (see Fig. 3a). Significantly, the notion of the levels of control in a net should
not be confused with that of pure hierarchy. Not all structures organized at
multiple levels of control are hierarchies in the strict sense defined above. Con-
sider Fig. 5. It depicts a chain-complex with two levels of control — a primary
level that consists of links (a, d), (5, e), and (¢, /) and a secondary level that
consists of state-variables 4, B, C Despite the fact of more than one level of
control, the system depicted in Fig. 5 is not a hierarchy:; it is constructed from
components other than divergent (or convergent) state modules.

Recall that the dominance of control principle for chains (which are based on
linear transitivity) is too inflexible to account for context-conditioned variability. -
A linearly transitive structure can not be tuned to the many contingencies of the
environment in which it operates. A similar argument can be levied against chain
complexes such as hierarchies, in spite of the introduction of higher levels of
control. On the other hand, hierarchies or other nets with more abstract levels of
organization have the important advantage over chains and chain-complexes
with but a single level of control. The advantage is that state-variables may be
used to represent collections of nonspatially contiguous substructures (e.g.,
states, chains, or subcomplexes of chains) that can be treated as if they possess
but a single controllable degree of freedom. In this way, a complex collection of
biokinematic chains might be optimally organized under relatively simple control
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principles. Thus, the advantage of hierarchical organization is a certain degree of
economy of control.

Unfortunately, such economy of control‘is not gained without a loss of a
desirable property. The loss is in the lessening of the “spread” of control by
which the functional plasticity of natural systems might be modeled. Because of
its divergent organization, a hierarchy necessarily has a high degree of centraliza-
tion of control centered around a single state-variable — sometimes called a
“pontifical” state or “executive” state. Notice also that the spread of control is
inversely related to the degree of pluripotentiality in the system: The farther the
states are from the topmost level of the executive state-variable, the less functional
equivocality enjoyed by the states. In Fig. 3c, 4 has the greatest functional
equivocality, B and C next, with d, ¢, f, g bringing up the rear. This follows from
the fact that A DOM (B, C) while B DOM (d, e) and C DOM (f, g); hence 4
DOM (d, ¢, f, £). Therefore, A plays a role in four functions (chains), B and C in
two chains each, while d, e, f, g are terminal (and in this sense functionally uni-
vocal). Thus, we might say that the spread of control (or, inversely, of pluri-
potentiality) is anisotropic in hierarchies.

While systems with such gradients of control may exhibit a certain economy,
they suffer from the defect of being too easily infirmed by localized insults. If
a superordinate node of control is lost (say, by injury or destruction to neural
tissue in a living system), then all subordinate portions of the structure dominated
by it will be left syntactically uncontrolled (e.g., paralysis or spasms). This short-
coming is a direct result of the fact that hierarchically organized control nets, no
less than chains, are governed by a linear principle of transitivity of dominance.
Removal of a mediating state (or state-variable) necessarily disconnects portions
of the control net.

To summarize: pure hierarchies therefore provide no means for explaining the
functional plasticity observed in natural systems whose functioning often re-
mains intact under a variety of insults. Similarly, because the gradient of the
flow of control is ever descending in a pure hierarchy, such control systems are

not responsive to environmental fluctuations to which natural systems are ob-
served to adapt. But what type of control principle, and what type of structural

FIGURE 5.
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organization, is required to model the adaptive, pluripotential, functionally
resilient systems observed in nature?

6. Heterarchies: Nets with control loops. There is but one way in which a
System might maintain a stable level of functioning under insults that destroy
connectivities among subordinate states or state-variables, and that is to have in
reserve redundant or backup structures that may be conscripted in case of an
emergency. But clearly this requires that dominating nodes in a control net be
able to receive information from below regarding the nature and extent.of the
insult to the system; for how else might the executive nodes know which reserve
states to recruit? However, since this is but a species of the context-conditioned
varibility problem, no pure hierarchy without control loops could know, even in
principle, which reserve structures to conscript. Indeed, strictly speaking, without
feedback from below, the higher nodes would not even know there was an insult
to the net.

McCulloch (1945), recognizing the need for a solution to this problem,
suggested that natural control systems function as reliably as they do primarily
because they seem to violate the principle of linear transitivity of dominance
at will — exhibiting what we earlier called “free dominance.” For this reason, he
argued, if for no other, natural systems must be organized as “heterarchies”
rather than as pure chain-complexes, hierarchies, or other networks without con-
trol loops.

A heterarchy is a net characterized by reciprocity in dominance of control
relationships, namely, if 4 DOM B, B DOM C then not only does 4 DOM C
hold, but C DOM 4 and B DOM 4 as well. (Recall Fig. 3e, f). Therefore, heter-
archies exhibit control governed by a principle of circular dominance which is
manifested as loops that follow dyadic, triadic, or n-adic circuits through the
system.

This control principle of circular transitivity offers a potential solution to the
problem of context-conditioned variability. Circular transitivity of dominance
relations makes it possible to introduce feedback into the system so that sub-
ordinate nodes (terminal states) that experience insult or constraint, due to
environmental vicissitudes, can inform the superordinate nodes of the prevailing
state of affairs. In this way, the virtue of heterarchies over hierarchies, or other
nets limited to unidirectional flows of control, is the capacity to be sensitive to
perturbations in contextual constraints, Such “context-sensitivity” is a necessary
condition for any system that is capable of adaptive behavior in a changing en-
vironment — an indispensable property for all living systems. A minimal heter-
archy with this adaptive property can be modelled as shown in Fig. 6.

Let us assume that at some time t; A DOM B, B DOM (C, D) and hence 4
DOM (C, D) (the solid arrows). In addition, let us also assume the existence of
feedback loops C DOM 4 and D DOM A, such that if state B is compromised by
insult, such that the linear transitivity of control from 4 cannot be received by
Cor D, then C and D can so inform A of the quiescence of B. In other words, if
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FIGURE &6.

at some later time ¢, A does not receive continuous confirmation that B has con-
veyed the appropriate control signal to C and D, then 4 will know to disconnect
B and recruit the backup structure B' in its place (Fig. 6 at time t,).

Unfortunately, the above solution to the context-conditioned variability
problem is far from optimal, since it increases the anisotropic pluripotentiality
of the system. This means that the highest node not only is burdened with the
planning and execution of the downward-flow of control, but must now take on
the added burden of processing information fed back to it from every subordinate
level of control. Recall that the fundamental fallacy of too much central control
is that insult to the top-most node renders the system completely inoperable.

For extremely complex hierarchically organized heterarchical systems, where
the “node-to-terminal ratio” (number of levels of control) is quite high, an
attempt is often made to reduce the dependence of the system on central control
by introducing a greater spread of control in the form of an optimization assump-
tion. An example of such an optimization assumption is the Province of Ignorance
Principle (cf. Turvey, 1977). This principle asserts the condition that no level in
a hierarchical-heterarchy is permitted to dominate, nor to be dominated, by any
level not immediately adjacent to it. Thus, in a system such as the one depicted
above (Fig. 6), it is permitted that A DOM (B) and B DOM (C, D), but not 4
DOM (C, D). Similarly, no feedback would be permitted to “leapfrog” over inter-
mediate levels of control; for instance (C, D) DOM 4 would not be allowed.
This means that superordinate nodes can activate, but cannot tune, nodes
immediately inferior to it. Moreover, whatever tuning takes place from the
environment must be passed upward to the higher nodes following a “domino™
principle. '

We can now illustrate how the Province of Ignorance Principle can be used to
reduce the unequal spread (anisotropy) of pluripotentiality in a hierarchically
organized net. This is accomplished by allowing only dyadic feedback loops.
This system with optimized control loops can be compared with a system
possessing both dyadic and triadic control loops. Consider Fig. 7a depicting a
system in which the Province of Ignorance condition holds: Here we see that no
state-variable either dominates or received feedback from more than two other
states, regardiess of how high a level it may occupy. Hence, although node A4 is

I
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(a) (b)
System satisfying Province : System violating Province
of Ignorance assumption of Ignorance assumption
FIGURE 7.

structurally central, it is not really functionally central. Moreover, it is also con-

- ‘ceivable that once node B or C has been activated by 4, they may continue to
function independently of 4, since their control for tuning emanates from below
rather than from above. _

By contrast, Fig. 7b depicts a system in which the most superordinate node is
both structurally and functionally central. Here subordinate nodes can only be
tuned to fluctuations in the lower level context by control from above. Con-
sequently, without information from central control they can not operate at all.
Thus, we see how the Province of Ignorance Principle can optimize control by

* introducing more homogeneous distribution of pluripotentiality. Furthermore,
this property has an important byproduct, namely, the creation of relative
autonomy among the functional components of the system.

The system represented in Fig. 7, however, is still a mixed case consisting of
heterarchical control principles superimposed over a hierarchical structure. Let
us consider a pure heterarchy, in which pluripotentiality is perfectty homogene-
ous, and in which every state or state-variable is functionally central.

Notice in Fig. 3f that each state has the same number of input and output
arrows, indicating that no state is functionally more central than any other. Such
a pure heterarchy is a strongly connected feedback control system. In principle,
such a system is formally capable of computing any well-defined function what-
soever. This follows from the fact that if we allow the heterarchy to consist of
an arbitrary number of appropriately selected states, each able to compute a
. certain primitive function, then the system can be programmed to simulate the
computational power of a universal Turing machine — a device for which it has
been shown there exists no computational limitations.

Does this mean that heterarchies necessarily provide an ideal model for any
natural system? We think not, for natural systems, unlike purely mathematical
ones, do much more than just compute functions. Rather as von Neumann (1966)
observed, the truly remarkable thing about living systems is that they exhibit
actions or goal-directed behaviors — what he called their effectivities. Effectivities
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are manifested by animals in two fundamental ways: as appetitive drives, such as
seeking food, mates, and shelter, and as nonconsumatory, or conative activities
involving planning, such as sorting food, building nests, and shelters before they
are actually required, seeking tools, pursuing an education, etc.

Even more remarkable is the fact that animals or other living systems do not
express such effectivities in an unsystematic way, but seem to have them inte-
grated into an organized whole. For this reason it is accurate to say that the goal-
directed activities of living systems possess a functional integrity.

It is precisely this property of functional integrity, that is, of having an
organized system of effectivities, that distinguishes pure heterarchies from what
we shall call pure coalitions (again we admit the possibility of nonpure or mixed
cases). In the last section we explore the concept of control systems that exhibit
functional integrity and attempt to demonstrate why such structures are func-

tionally distinct, at least in terms of their dominance of control principles, from
heterarchies.

7. From heterarchies to coalitions. To motivate the next class of control
systems (coalitions), we would do well to pause and consider carefully the funda-
mental limitations of heterarchically organized control systems. Let us examine
a simple control system — a room with a thermostatically controlled heater.

The system has three sources of internal control and three sources of external
control. Let us consider the three internal sources of constraint first: Assume
that the thermostat has been set to a criterion of 72°F. As the room cools down
below this set-point, the thermocouple in the thermostat expands and closes the
circuit, thereby activating the heater. However, when the temperature of the
room reaches 72° the thermocouple in the thermostat contracts and breaks the
electrical circuit, thereby deactivating the heater. We can schematize these con-
trol functions as follows: Rm DOM th, th DOM ht, ht DOM rm and therefore,
th DOM rm — a clear case of circular transitivity of control.

The beauty of this simple heterarchical control system is that under normal
circumstances (i.e., those for which the system was designed), it possesses func-
tional integrity: It is capable of achieving a goal-directed function, or effectivity.
The effectivity achieved by the “room-thermostat-heater” system is obviously
that of keeping the temperature of the room at 72°F.

The system also has three potential sources of external control, only one of
which it was designed to handle. These potential sources of external control are
represented by the arrows on each of the three states from the environment.
Inputs to a system from the outside (that is, from states not within the closed
feedback system) are called feedforward relations. Every simple feedback system
is designed to control but one dimension of feedforward relations with its en-
vironment, although such relations may be indeterminately rich. Our simple
system has the effectivity of being able to control only the thermal dimension
of its environment. Thisis represented by the input arrow to the room, construcd
as a thermal niche in the broader environment,
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This feedforward relation to the room indicates that, asa compartment, it is
not completely insulated form the broader thermal environment, Indeed, it is
this fact that allows perturbations in temperature and that, therefore, makes
necessary the effectivity of the control system in question. By contrast to the
controllable thermal dimension of variability, the other two arrows represent
feedforward relations to dimensions of the broader environmental context that
are uncontrollable by the system as it now stands. To control the potentially
perturbing effects on the system from nonthermal aspects of the environment,
this thermal control system with but one effectivity (i.e., to control heat of
room) would have to be expanded to include at least two other effectivities. For
instance, the feedforward relation to the heater might represent the way in
which the quality or quantity of fuel delivered to the heater might vary below
standard, thereby rendering the system incapable of achieving its goal of main-
taining the room at 72°F. A control system that is unable to satisfy its effectivity
thereby experiences a loss of functional integrity.

Similarly, the functional integrity of the thermal control system might be
violated by a feedforward relation from the environment to the thermostat, say
by sunlight (a nonthermal dimension) falling upon it. Since the air of the room is
relatively transparent, and the thermostat is opaque, light energy falling upon it
would be converted to heat, thereby constraining the thermostat to give a spur-
iously high reading of the actual temperature of the room. Again, such a feed-
forward relation between the system and its environment would be uncon-
trollable by the feedback dimension of the system and would mitigate its effec-
tivity, thus compromising the functional integrity of the system. .

One is tempted to ask, however, whether simple control systems, such as the
one above, might not simply be enlarged so as to subsume the offending feed-
forward dimensions of the extended environment? Unfortunately, this strategy
of subsumption leads to a potentially infinite regress, for any new states brought
in to enlarge the system are “‘Trojan horse” states, in which new uncontrollable
feedforward relations are necessarily hidden. Indeed,.it is inevitable that the
more one tires to close a heterarchical system by subsuming more and more
dimensions of variability from its environment under its state-set, then the
greater will be the number of feedforward relations smuggled in by this process.
Therefore, the technique of creating ever more encompassing heterarchical sys-
tems has the unfortunate consequence of increasing, rather than decreasing, the
distance between the proposed system and a viable solution to the problem of
context-conditioned variability for that system.

The above argument can be generalized to heterarchically organized, “psy-
chological’” control systems in the following way: Every control system has a
logically irreducible triad of components — a component in which the dimension
of variability to be controlled is defined (an environmental “niche’"); a component
capable of measuring, or sensing, values along the dimension of information in
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FIGURE 8.

question (a perceptual system); and a component capable of modulating the in-
formation dimension (an action system). (Notice the similiarity of Fig. 8b, a
“psychological” control system, to the thermal control system discussed above.)

The argument regarding the regress of feedforward-control applies a fortiori
to complex psychological control systems that must retain their functional in-
tegrity. In complex environments, the sources of uncontrollable variability are
greatly multiplied. Indeed, the above argument can be generalized to show that
any naturally instantiated control system will be victimized by uncontrollable
feedforward inputs from the environment, unless certain very strong assump-
tions regarding the “fit” of the system to the extended environment are made.

In other words, to avoid this problem of context-conditioned variability, and
to achieve functional integrity, the control system must somehow be initially
designed with the whole of the environment in mind. It is not adequate merely
to design a system to operate adaptively with respect to a narrow environmental
niche, unless a guarantee can be given a priori that all the variables of the system,
taken within the context of the larger environment, are somehow logically
closed. This is tantamount to demanding that the system must qualify as an
ecosystem. Consequently, the concept of functional integrity will have to apply
to the whole ecosystem and not just to the operational component (e.g., the
animal or human) alone.

It is our contention that an ecosystem is not merely a very large heterarchy
composed of an organism coupled to an environment of potentially perturbing
influences. An environment that is sufficient to support a functioning organism
must itself be thoroughly organized. If one were to think of the organism as a
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heterarchy, one could also think of the environment as a heterarchy. This step
gives more credit to the environment and acknowledges its order, but is not
sufficient to capture the idea of an ecosystem. The interaction of two complicated
heterarchi_es otherwise indifferent to one another would result in an immensely
complicated heterarchy. Suppose that one heterarchy had K degrees of freedom
and the other had L degrees of freedom. The new system would have KL degrees
of freedom, and we would have magnified, not solved, the degrees of freedom
problem.

What must be added to the heterarchical property of circular transitivity is
a symmetry relation (cf. Shaw, McIntyre, & Mace, 1974), which binds the
organism to its environment. If we hold to the image of an organism-environment
relation as one of two interacting heterarchies, we would add the requirement
that each heterarchy be tailored to the other. They cannot be indifferent to one
another; rather, one must complement the other. Recall the example of the air-
plane guidance system in which sufficient degrees of constraint had to be provided
to correspond to the degrees of freedom. This was an example of mutual tailoring
of systems. Our candidaté for the symmetry relation binding the heterarchies is
dual complementation. To say that an organism is the dual complement of its
environment is also to assert than an environment is the dual complement of its
organism, i.e. that the environment is just as thoroughly organized as its organism
and is specific to it (cf. Gibson, 1977). The relation of dual complementation
also carries with it the idea that it is the overarching whole formed by the duals,
that is the proper unit. Neither member of a dual pair is properly constrained
without the other, or without the whole being defined by their closure. Although
defined at a coarser grain than circular transitivity, dual complementation is no
less a control principle. An organization that can be characterized as having this
style of control is what we call a coalition; and we take a coalition to be the
minimum sufficient organization to capture the intuitive notion of an ecosystem.
A coalition is not a system-plus-context. It is the minimal system that carries
its own context. Finally, a coalition is, for us, the minimal organization that can
properly be said to have functional integrity. An organism, perhaps as a heter-
archy, is not enough.

In conclusion, we doubt that any approach to the problem of degrees of free-
dom, or the problem of context-conditioned variability, will be adequate if
treated as any style of organization less than a coalition.
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