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Introducing a short interval of silence between the words sav and smop
causes listeners to hear savy cmor., Another cue for the fricative-affricate
distinction is the duration of the fricative noise in sHor (cHor). Now, vary-

ing both these temporal

cues. orthogonally in a sentence context, we find

that; within limits, they are perceived in relation to each other: The shorter
the duration of the noise, the shorter the silence necessary to convert the .
fricative into an affricate. On the other hand, when the rate of articulation of
the sentence frame is increased while holding noise duration constant, a
longer silent interval is needed to hear an affricate, as if the noise duration,
but not the silence duration, were effectively longer in the faster sentence.
In a second experiment, varying: noise and silence durations in Gray SHIP,
we find that given sufficient silence, listeners report GRAY cmir when the
noise is short but GREAT sHIP when it is long. Thus, the long noise in the
second syllable disposes listeners to displace the stop to the first syllable, so
that they hear not a syllable-initial affricate (i.e., stop-initiated fricative)
but a syllable-final stop (followed by a syllabe-initial fricative). Repeating

the experiment with GREAT smIP as the original

utterance, we obtain the

same pattern of results, together with only a moderate increase in GREAT re-

sponses.. In all such cases,

the listeners integrate a numerous, diverse, and

temporally distributed set of acoustic cues into a unitary phonetic percept.
These several cues have in common only that they are the products of a
unitary articulatory act. In effect, then, it is the articulatory act that is per-

ceived.

When a speaker makes an articulatory
gesture appropriate for a phonetic segment,
the acoustic consequences are typically
numerous, diverse, and distributed over a
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-relatively long sp'an' of the signai. In the

articulation of an intervocalic stop conson-
ant, for example, the characteristically
rapid closing and opening of the vocal tract
has acoustic. consequences that include,
among others, the following : various rising
and falling transitions of the several form-
ants; a period of significantly reduced sound
intensity ; and then a second, acoustically
different set of formant transitions, plus
(in the case of voiceless stops in iambic
stress patterns) a transient burst of sound, a
delayed onset of the first formant, and, for
the duration of that delay, band-limited
noise in place of periodic sound in the higher

formants.

Despite their obvious diversity and their
distribution over periods as long as 300
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msec (Repp, Note 1), these acoustic fea-
tures—usually referred to as ‘‘cues’—are
nevertheless integrated into the unitary
perception of a phonetic segment. In such
cases of integration we find trading rela-
tions among the several cues that take part:
Within limits, one cue can be exchanged for
another without any change in the phonetic
percept;in that sense, the cues are perceptu-

ally equivalent, though they may differ.

greatly. in acoustic (and presumably audi-
tory) terms'and be quite far removed from
each other in time. '

To find the basis for the perceptual inte-
gration and for the perceptual equivalence
it implies, we should first ask what it is
that these diverse features have in com-
mon. As already implied, we have not far to
look : Each is one of the normal products of
the same linguistically significant act. Given
that commonality, and given the converg-
ence on a unitary phonetic percept, we find
it most parsimonious to suppose that the

acoustic cues are processed by a system
specialized to perceive the phonetically

significant act by which they were produced.

‘On that assumption, the boundaries of the
integration would be set not by the number,
diversity, or temporal distribution of the
cues but rather by a decision that they do
(or do not) plausibly specify an articulatory
act appropriate for the production of a
single phonetic segment. o

Just how the various cues contribute,

separately and in various combinations, to
the integrated phonetic percept has been the
subject of the many experimental studies of
speech perception carried out over the last

30 years. These have established the more |

or less important roles of the cues and,
either directly or by implication, have out-
lined the trading realtions—hence percept-
ual equivalences—among them. In one of
the most recent of these studies, Summer-
field and Haggard (1977) made explicit
how a trading relation among the cues for
the voicing distinction is to be understood
by taking account of the fact that they are
the common products of the same articula-
tory act. A more general discussion of this
matter, with examples of the several classes
of cues that engage in such trading relations,
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is to be found in Liberman and Studdert-
Kennedy (in press). .

In the experiments reported here, we put
our attention on simple cues of a temporal
sort: duration of silence and duration of
fricative noise. We examined their integra-
tion in the perception of the distinction be-
tween fricative and affricate, and we also
investigated the effect on that integration
of a still more widely distributed temporal
variable, namely, the rate at which the
surrounding speech is articulated. In the
second experiment, we studied the effects
of those same temporal cues, but now in
connection with the perception of juncture.

. That provided us with an opportunity to

examine a case in which the integration oc-
curs across syllable boundaries: A syllable-
final stop is perceived or not, depending on
a cue in the next syllable that simultane-
ously determines whether the initial seg-
ment in that syllable is taken to be a frica-
tive or an affricate.

Experiment 1

"In this experiment we selected two cues
for study, both temporal in nature and both
relevant to the fricative-afiricate distinc-
tion. One of them is silence. A short period
of silence (or near silence) in the acoustic
signal tells the listener that the speaker has

~ closed his vocal tract, a gesture characteris-

tic of stop consonants and affricates. That
silence is a powerful and often sufficient cue
for the perception of stop or affricate man-
ner can be experimentally demonstrated
by inserting silente at the appropriate place
in an utterance. So, for example, SLIT can
be converted into a convincing SPLIT by
inserting a sufficient amount of silence be-
tween the fricative noise and the vocalic"
(LiT) portion. That was done originally in"
tape-splicing experiments (Bastian, Eimas,
& Liberman, 1961 ; Bastian, Notes 2 & 3).
For the same phonetic contrast, investiga-
tors have more recently explored the range
of effective silence durations (Dorman,
Raphael, & Liberman, Note 4) and, in an-
other study, revealed a trading relation
between silence and a spectral cue (Erick-
son, Fitch, Halwes, & Liberman, Note 5).
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Other contrasts—similar in that they, too,
are based on the presence or absence of stop
or stoplike manner—have also been found
to depend in important ways on the silence
cue. Thus, with appropriate insertions of
silence, sI can be made to sound like SKI, or
su like spu (Bailey & Summerfield, Note 6).
Silence can also be sufficient to cue the
fricative-affricate contrast in, for example,
SAY SHOP versus SAY CHOP (Dorman et al.,
Note 4); it is this contrast that concerns
us here.! o

For the fricative-affricate contrast, there
are, as always, other cues besides silence.
The one we used in our experiment is dura-
tion of (fricative) noise, a cue shown origin-
ally by Gerstman (1957) to be important.
Thus, we had two temporal cues, duration
of silence and duration of noise, and we shall
see how they are integrated to produce the
perception of affricate manner. Then we
shall examine the effect on that integration

of a variable that is also temporal in na- .

ture: rate of articulation. Qur interest in
introducing that variable springs from sev-
eral sources. We might expect, first of all,
that the effect of articulatory rate would be
especially apparent on cues that are them-
selves durational in nature. Several studies
tend to confirm that expectation (e.g., Ains-
worth, 1974 ; Fujisaki, Nakamura, & Imoto,
1975 ; Pickett & Decker, 1960 ; Summerfield,
Note 7). Indeed, one of these studies dealt
with the same fricative-affricate contrast
we studied, and it reported a seemingly
paradoxical effect: Having determined that
increasing the duration of silence between
SAY and sHOP was sufficient to convert the
utterance PLEASE SAY SHOP to PLEASE SAY
CHOP, Dorman et al. (Note 4) found that
when the rate of the precursor PLEASE SAY
was increased, more silence was needed to
produce the affricate in crHOP. We wished to
test for that effect at each of several dura-
tions of the fricative noise, and in a larger
sentence context. The results may then
bear on an interpretation of the paradoxical
effect that is consistent with the hypothesis
we have advanced to account for the inte-
gration of the segmental cues themselves—
namely, that perception takes account of
production.
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To appreciate the point, we should take
note of the claim by students of speech pro-
duction (e.g., Kozhevnikov & Chistovich,
1965) that changes in rate of articulation do
not stretch or compress all portions of the
speech signal proportionately. In that con-
nection, the data most relevant to our pur-
poses are owing to Gay (1978). He found
that durations of silence associated with
stop-consonants change less with rate than
do the durations of the surrounding vocalic
portions. It is possible, then, that the some-
what corresponding cue elements of our
experiment—duration of silence and dura-
tion of fricative noise—are, in like fashion,
differentially affected by changes in speak-
ing rate. If so, and if perception is indeed
guided, as it were, by tacit knowledge of the

* consequences of articulation, then we should . ..-
-expect that the perceptual integration of

the two cues would reflect such inequalities
as the production may have caused.

Method

Subjects. Seven paid volunteers (Yale Unjver-
sity undergraduates) participated, as did three of the
authors (Repp, Eccardt, & Pesetsky). All except
Repp are native speakers of American English (he
learned German as his first language). The results of
all 10 subjects were combined since there were no _
substantial differences among them. B

Stimuli. A male talker recorded the sentence
WHY DON'T WE SAY SHOP AGAIN at two different
speaking rates, using a monotone voice and avoiding
emphatic stress on any syllable. The fast sentence
lasted 1.26 sec, and the slow sentence lasted 2.36
sec~—a ratio of .53. The sentences were low-pass

- filtered at 4.9 kHz and digitized at a sampling rate

of 10 kHz. This was done with the Haskins Labora-
tories  Pulse Code Modulation (PCM) system.
Monitoring the waveforms on high-resolution oscil-
lograms, we excerpted the SH noise of the slow utter-
ance (110 msec in duration) and substituted it for the
SH noise in the fast utterance (originally 92 msec).

.- Thus, the two utterances had identical noise por-

tions.

! It may be noted that the stop consonants (afri-
cates) in the three examples given have different
places of articulation. Perceptual information about
place of articulation is provided by spectral cues pre-
ceding and following the silence (Bailey & Summer-
field, Note 6). In our experiments we are concerned
only with cues for stop manner and not with place
distinctions. Therefore, we pass over the question
why, in the last example, listerners hear say cuop
(saY TSHOP) and not SAY PSHOP Or SAY KSHOP.
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Knowing that rate of onset of the fricative noise
is an important cue for the fricative-affricate dis-
tinction (Cutting & Rosner, 1974; Gerstman, 1957),
we were concerned that it be not too extreme. Pre-
liminary observations suggested that the noise onset
in our stimuli was so gradual as to bias the percep-
tion strongly toward fricative and even perhaps to
override the effects of the two duration cues we
wished to study. T'o remove, or at least reduce, that
bias, we removed the initial 30 msec of the noise,
leaving 80 msec. That maneuver had the effect of
creating a more abrupt onset.?

We used the PCM system to vary the two tem-
poral cues under study: noise duration and silence
duration. Three different noise durations were
created by either duplicating or removing 20 msec
from the center of the 80-msec noise, leaving the
onset and offset unchanged. Thus, the noise dura-
tions were 60, 80, and 100 msec in both sentence
frames. In each of the resulting six sentences, vary-
ing amounts of silence were inserted before the frica-
tive noise. Silence duration was varied from 0 to 100
msec in 10-msec steps. Eleven silence durations,
three noise durations, and two speaking rates re-
sulted in 66 sentences. These were recorded in five
different randomizations, with 2 sec intervening
between successive sentences.

To determine how the different noise durations
were perceived outside the sentence context, we pre-
pared a separate tape containing isolated SHOP
(crOP) words excerpted from the test sentences.

(The stimuli consisted of the portion from the be-

ginning of the fricative noise to the beginning of the
P-closure.) Three different noise durations and two
speaking rates yielded six stimuli; these were dupli-
cated 10 times and recorded in a random sequence,
separated by 3-sec intervals. The different speaking
rates were reflected in the durations of the vocalic
portions of the test words; they were 140 msec
(slow) and 113 msec (fast). R

Procedure. ~ The subjects listened in a quiet room

over an Ampex Model 620 amplifier-speaker, as the

tapes were played back on an Ampex Model AG-500

tape recorder. Intensity was set at a comfortable
level. All subjects listened to the isolated words
first, except for the three authors, who took this
brief test at a later date. The task was to identify
each word as either SHOP or CHOP, using the letters
sand c for convenience in writing down the responses
and guessing when uncertain. The same responses
were required in the sentence test. The listeners were
informed about the different speaking rates but not
about the variations in noise and silence duration
(obviously this does not apply to those authors who
participated). After a pause, the sentence test was
repeated, so that 10 responses per subject were ob-
tained for each sentence.

Results

Consider first the results obtained for
isolated words. Although the original utter-
ance had contained suoP, the isolated words
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were predominantly perceived as cHoOP.
Presumably, this was a consequence of our
having cut back the original fricative noise
and thus creating not only a shorter noise
duration but also a more abrupt onset ; both
changes would be expected to bias percep-
tion toward affricate manner (Gerstman,
1957). Despite the bias, there was a clear
effect of the variations in noise duration:
The percentages of CHOP responses to the
three noise durations (60, 80, and 100 msec)
were 99, 91, and 81 (slow rate) and 99, 90,
and 73 (fast rate), respectively. Thus, as
expected, the probability of hearing an affri-
cate decreased as noise duration increased.
In addition, there seemed to be a slight
effect of vowel duration at the longest noise
duration, again it the expected direction:
When the vocalic portion was shorter—
this being the only manifestation of the
faster speaking rate in the isolated words—
the probability of hearing cHOP was lower,
which indicated that the noise duration was
to some extent effectively longer at the fast
speaking rate. i
We turn now to the results of the main
experiment. That silence was an effective
cue for the fricative-affricate distinction in
sentence context is shown in Figure 1. There

‘we see that the listeners heard sHOP or

cHopP, depending on the duration of the
silence that separated the fricative noise
from the syllable (saY) immediately pre-
ceding it. This replicates earlier findings
(Dorman et al., Note 4). If, as is reasonable,
we consider an affricate to be a stop-initi-
ated fricative, then our result is also per-
fectly consistent with those of other investi-

2 This manipulation merely created a. situation
favorable for obtaining the desired effect and in no
way affected the validity of the experiment. In fact,
our cutting back the noise resulted in a moderate
bias in the opposite direction, toward hearing an
affricate (cuop). It should be noted in this connec-
tion that not only does SAY SHOP turn into-SAY
cHOP when silence is inserted but that a natural sAY
CHOP can also be turned into say sHop by removing
the silence that precedes the fricative noise. Both
effects have limits, however: A noise with an ex-
tremely abrupt onset will not easily be heard as a
fricative even in the absence of silence, and a noise
with an extremely gradual onset will not easily be
heard as an affricate even if sufficient silence is
present,
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gators who have found silence to be im-
portant in the perception of stop-consonant
manner.

We see, further, that duration of frica-
tive noise had a systematic effect, as indj-
cated by the horizontal displacement of the
three functions in each panel of Figure 1.
The proportion of sHOP responses increased
significantly with noise duration, F(2, 18)
= 32.36, p < .001. That effect establishes
a trading relation between silence and noise
durations: As noise duration increases,
more silence is needed to convert suop into
CHop.} . '

The effect of speaking rate can be seen
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The foregoing results ‘are represented

more concisely in Figure 2 where the data -
points are the sHOP-CHOP boundaries (i.e.,
. the 509, crossover points of the six labeling
°© P M0 0T i0ome functions) as estimated by the method of
probits (Finney, 1971). This procedure fits
cumulative normal distribution functions |

= to the data; it also yields estimates of stand- . -

- ard 'deviations and standard errors of the

3 Strictly speaking, the term “trading relation”
ay not be appropriate for a positve relation be-

y .
i tween two cues, but for want of a better term, we
! ) use it. The positive covariation of the two perceptual
] cues is a direct consequence of their negative covari-
ation in production: Fricatives have a long noise
duration and no silence, whereas affricates have a-
shorter noise duration preceded by a closure interval.
Genuine perceptual trading relations (negative co-
variation) are observed when two acoustic properties

SILENT INTERVAL are positively correlated in production, such as, for

. example, silence and the extent of the first formant

Figure 1. Effect of duration of silence and duration transition as cues for stop manner (Bailey & Sum-

of fricative noise on the perceived distinction be- merfield, Note 6). In any case, a positive trading re-

tween fricative (sHoP) and affricate (cuop). (Thisis lation can be turned into a negative one by simply

shown for each of the two rates at which the sentence  reversing the directionality of the scale on which
frame was articulated.) one of the cues is measured.
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boundaries.* To show the trading relation
between the temporal cues more clearly,
Figure 2 plots the sHOP-CHOP boundaries
(abscissa) as a function of noise duration
(ordinate) and speaking rate, (the two
separate functions). Each function describes
a trading relation between noise duration
and silence duration by connecting all
those combinations of silence and noise
durations for which sHOP and cHoOP re-
sponses are equiprobable. The joint de-
pendence of perceptual judgments on both
. durational cues is indicated by the fact
that the trading functions are neither per-
fectly vertical nor perfectly horizontal but
have intermediate slopes. Both functions
are strikingly linear.

Although an increase in speaking rate
left the linear form of the trading relation
unchanged, it shifted the function toward
longer silence durations, simultaneously
changing its slope and indicating that rate
of articulation had a differential effect on
the effective durations of silence and noise.
In fact, the trading functions in Figure 2
coincide well with straight lines through the
origin of the coordinate system, which
means that within each speaking-rate condi-
tion, the fricative—affricate boundary is as-

sociated with a constant ratio between .

silence and noise durations—approximately
.44 at the slow rate and .55 at the fast rate.
A separate analysis of variance of silence/
noise ratios showed only a significant effect

of speaking rate, F(2, 18) = 14.60,p < .01;

the effect-of noise duration and the inter-
action term were far from significance.
Thus, the consequence of changing the rate
of articulation was a change in the ratio of
.silence to noise required for the same
phonetic perception.®

- Discusston

It is not novel to find that variations in
rate of articulation have an effect on the
perception of temporal cues in speech. Nor
is it entirely novel to find, as we have, that
variations in rate have an unequal effect on
the several temporal cues—duration of si-
lence and duration of noise—that are
effective in the perception of the fricative-
affricate distinction ; as we pointed out in
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the introduction, that conclusion was sug-
gested by an experiment that is owing to
Dorman et al. (Note 4). What we have done
is to extend that finding. Having varied
both the duration of silence and the dura-
tion of noise, we saw that the inequality is
not peculiar to a particular duration of
noise, and we saw, moreover, a trading re-
lation between the two duration cues. That
trading relation becomes now a component
of one interpretation of the seemingly
paradoxical rate effect.

To appreciate that interpretation in. its
broadest form, we should take note once
again of the comments by several students
of speech production that variations in rate
of articulation do not affect all portions of
the speech signal equally. To the extent that

this is so, a listener cannot adjust for rate '

variations by applying a simple scale factor”
but must rather make a more complex cor-
rection, one that embodies a tacit knowl-
edge, as it were, of the inequalities in the
signal that rate variations generate. Perhaps
the results of our experiment are an in-
stance of that correction and that tacit
knowledge. Suppose that in the case of ut-
terances like those of our experiment, vari-
ations in rate of articulation cause the dura-
tion of the fricative noise to change more

than the duration of the silence. If the lis-. ..

tener's perception reflects an accurate un-
derstanding of that inequality, then he or
she should expect that given an increase in _
rate, the noise would shorten more than the
silence. But on hearing, as in some of the
conditions of our experiment, that the noise
duration remains constant when the rate
increases, the listener would assign to the

4+ The boundary estimates obtained from the aver-
age data of all subjects were virtually identical with
the averages of the estimates for individual subjects,
so the former have been plotted in Figure 1. The re-
sponse function for the longest noise seemed to reach
asymptote below 1009, CHOP responses, especially at -
the fast speaking rate. This caused the estimated
boundaries to fall at somewhat longer silence dura-
tions than the 50% intercepts shown in Figure 1.

s It must be kept in mind that this description is
true only within the limits of the present experi-
ment. Had the noise duration been increased beyond
100 msec, a point would have been reached where no
amount of silence would have led to a substantial
percentage of CHOP responses (cf. Experiment 2).
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noise an effectively greater (relative) length. -

As we know, a longer noise duration biases
the perception toward fricative, though, as
shown by the trading relation in our results,
that bias can be overcome by an increase in
the duration of silence. A consequence of
all that would be just the effect of rate we
found in our experiment: When the rate
was increased as the duration of noise was
held constant, listeners required more
silence to perceive an affricate.

The foregoing interpretation depends,
among other considerations, on a determin-
ation that variations in rate do, in fact,
produce the particular inequality we are
here concerned with. As we pointed out

earlier, Gay (1978) found in utterance ..

types somewhat analogous to ours that rate
variations produced smaller variations in
the silence associated with stop consonants
than in the durations of the surrounding
vocalic portions. There are no data, un-
fortunately, on exactly those utterances we
used in our experiment. We have made
efforts in that direction, but the results so
far are inconclusive. Until such time as we
know more clearly just what happens in
speech production, .the interpretation we

have offered here is, of course, quite

tentative.

The interpretation must be tentative for .

yet another reason: It does not reckon with
the possibility that certain other cues for the
fricative-affricate distinction might have

been at work in ways that we do not yet

thoroughly understand. We have in mind,
in particular, the rise time of the fricative
noise. From the work of Gerstman’ (1957)
and of Cutting and Rosner (197%), we
know that it is a relevant cue. Dorman,
Raphael, and Liberman (Note 8) recently
varied noise rise time and silence duration
to produce the distinction between DIsH
and pITCH, which is essentially similar to
the SAY SHOP—SAY CHOP contrast investi-
gated here, and showed that the two cues
engage in an orderly trading relation, as we
might have expected. However, we do not
know how, or even whether, noise rise time
varies with rate of articulation. Information
on this matter might conceivably affect our
interpretation of the present results.
Returning now to the most important re-
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sults of our experiment, we should empha-
size that there are two. The one has to do
with the trading relation between duration
of silence and duration of noise as joint cues
for the fricative-affricate distinction. It is
to us provocative that these cues, diverse
and distributed as they seem, are neverthe-
less integrated into the unitary phonetic
percept we call fricative or affricate. In our
view, this integration occurs because cues
such as these converge through a single
decision process that takes account of their
common origin: They are the consequences
of the same articulatory act. The other re--
sult, which we have already discussed at
some length, is that the two duration cues
were affected unequally by a change in rate
of articulation. We would now simply em-

- phasize the inequality, which is a very reli- .
.able effect, for it does imply that perceptual

correction for variations in rate is not made
in this case by applying' a simple scale
factor but that it may rather require some
more sophisticated computation that, like

“the integration of the duration cues, takes
.account of particular facts about speech
- production. S

Experiment 2

While ekploring the"boundaries of the

-phenomenon reported in Experiment 1, we
“observed an effect that we have undertaken
'_to investigate more systematically in Ex-

periment 2. We reported in Experiment 1
that with increases in the duration of si-

+ lence between say and sHoP, the fricative in
""sHOP changed to the affricate in cuoP.
" However, when the fricative noise was at its

longest (100 msec), it occasionally seemed

to us that cHoP changed back to sHOP and
that the stoplike effect was displaced to the
end of the preceding syllable, converting
SAY to SAYT. If confirmed, that effect would
be interesting from our point of view be-
cause it bespeaks an integration of per-
ceptual cues across syllable (word) bound-
aries. It is also relevant to the problem of
“juncture,” so long a concern of linguists
(see Lehiste, 1960). :
Our concern, then, is with the perceptual
integration of the cues that affect percep-
tion and placement of stop-consonant man-
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ner, either as a final segment added to one
syllable or as the conversion of the first seg-
ment of the next syllable from fricative to
affricate. The cues we examined were the
same as those of Experiment 1, duration of
silence between the syllables and duration
of the fricative noise at the beginning of the
second syllable. However, there are two
changes. To offer maximum opportunity
for the stoplike effect to be transferred from
the second syllable to the first, we included
durations of fricative noise longer than
those used in Experiment 1, thus providing
a stronger bias against affricate percepts;
and to make the alternative responses
equally plausible to our subjects, we used a
new sentence, DID ANYBODY SEE THE GRAY
(GrREAT) suipP (CHIP). The sentence context
was employed to make the test as natural as

possible. (Rate of articulation was not a

variable in this experiment.) ‘

In a second part of the experiment (Ex-
periment 2b), we assessed the effects of
those spectral and durational cues that dis-
tinguish GRAY and GREAT. For that purpose,
we investigated how the results depend on
whether, in the original recording,-the word
was pronounced as GRAY or as GREAT.

Method

Subjects. The subjects were the same as in Ex-
periment 1. : )

Stimult: Experiment 2a. The sentence DID ANY-
BODY SEE THE GRAY SHIP was produced by a male
speaker in a monotone voice and recorded in digi-
tized form. Using the editing facilities of the Haskins
Laboratories PCM System, we varied the diration
of silence inserted before the word surp for 0 to 100
msec in steps of 10 msec. The duration of the frica-
tive noise in SHIP was also varied. Starting with the
duration of the noise as recorded, which was 122
msec, we excised or duplicated 20-msec portions

from its center, thus shortening or lengthening it

without changing the characteristics of its onset or
offset. In this way we created four durations of
noise—62, 102, 142, and 182 msec—for use in the
experiment, Four noise durations and 11 silence
durations led to 44 test utterances. These were re-
corded in five different randomizations, with inter-
vals of 2 sec between sentences.

To see how the fricative-affricate distinction is
affected by noise duration alone, we excised the word
sarp (cHiP) and varied the duration of the noise as
described above, but in steps of 20 rather than 40
msec. These isolated words were recorded in a ran-
domized sequence containing 10 repetitions of each
stimulus. The interstimulus interval was 3 sec.

REPP, LIBERMAN, ECCARDT, AND PESETSKY

Stimuli: Experiment 2b. A second scntence, DID
ANYBODY SEE THE GREAT SHIP, was recorded by the
same speaker who had produced the sentence, pip
ANYBODY SEE THE GRAY SHIP, of Experiment 2a. He
attempted to imitate the intonation and speaking
rateof the first-produced sentence. That he succeeded
well was suggested by our own listening and by com-
parison of the waveforms, Using the PCM System,
we excerpted the fricative noise from the suip of
Experiment 2a and substituted it for the noise in the
corresponding word of the new sentence. Thus, the
two stimulus sentences had exactly the same frica-
tive noise in the final word suip. Both sentences were
used in Experiment 2b: the original sentence, pIp
ANYBODY SEE THE GRAY SHIP, and the new sentence,
DID ANYBODY SEE THE GREAT SHIP; the important
difference was simply in the opposition between the
words GRAY and GREAT. i

Inspection of waveforms and spectrograms re-
vealed that there was only a slight difference in dura-
tion between the two utterances; this difference was
almost entirely accounted for by the additioral
closure period between GREAT and sHIP in the second
sentence. The final transitions of the sccond and
third formants were, as expected, somewhat steeper
in GREAT than in GRaY. Also, the GREAT syllable had
a longer duration (210 msec, not including the follow-
ing closure period) than GrAY (187 msec).? Their
offset characteristics were similar.

Only two noise durations, 82 and 142 msec, were
used, as against the four (62, 102, 142, and 182 msec)
of Experiment 2a. There were more silence durations,
on the other hand, covering the (wider) range from 0
to 150 msec in steps of 10 msec. Thus, with 2 nojse
durations, 16 silence durations, and 2 sentence
frames, there were 64 test sentences in all. These
were recorded in five randomized sequences.

Procedure.
ducted in a single session of about 2-hours duration.
The isolated word sequence was presented first (the
response alternatives being sHIPr and cHip), followed
by the sentences of Experiments 2a and 2b, in that
order. Each set of sentences was repeated once, so

that each subject gave a total of 10 responses to each =

sentence. The subjects chose from four response al-
ternatives, using letter codes in writing down their *
responses: A = GRAY SHIP, B = GREAT SHIP, C
=GRAY CHIP, D = GREAT CHIP. No subject had any -
difficulties in using this system.

Results

Experiment 2a. In Figure 3 are shown
the effects of the two cues, duration of si-

¢ Qur intuition may tell us that GrAY should have
been longer than GREAT. However, these intuitions
are based on the pronunciation of these words in
isolation, where word-final lengthening extends the
vowel in GRAY. When followed by sHIP, on the other
hand, the longer duration of GREAT is quite plausible.
However, we do not know whether this observation
has any generality.

Experiments 2a and 2b were con-
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Figure 3. The effect of duration of silenhée;‘.at each of four durla‘.tioi'l‘éft')f frit;é_ti\r'é‘noise,
ception and placement of stop (or affricate) manner. C e

lence and duration of fricative noise, on the
perception of stop or stoplike manner in the
utterance DID ANYBODY SEE THE GRAY
(GREAT) surp (cuip). Duration of silence is
the independent variable; the four panels
correspond to the durations of fricative
noise. At the right of each panel, we also
show the results obtained when the second
of the key words, suip (cHiP), was pre-
sented in isolation.

Let us consider first the responses to the
isolated word suip (cHrp). At noise dura-

-

80._;:,._100114\.:«:. e :
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{b) NOISE DURATION =102msec
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{d)

e Q000 20 00 40

L

on the per-

tions of 62, 102, 142, and 182 msec—those
used in the experiment—the percentages of
CHIP responses were 100, 73, 16, and 6, re-
spectively. Thus, as we had every reason to
expect, duration of the noise is a powerful
cue for the fricative-affricate distinction.
The suip-CHIP boundary was estimated to
be at 119 msec of noise duration. In con-
trast to the stimuli of Experiment 1, whose
noid¥ durations all fell below this boundary
and therefore were predominantly heard as
affricates, those of the present experiment
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Figure 4. Boundaries that divide the several response
categories, represented as joint functions of duration
of silence and duration of fricative noise.

spanned the entire range from affricate to
fricative.

The more important results of the experi-
ment are seen by examining the graphs that
tell us how the stimuli were perceived in the
sentence context. We note first that when
the silence was of short duration (less than
20 msec), the subjects perceived primarily
GRAY sHIP. At those very short durations of

silence, no stoplike effect was evident, either
as an affricate at the beginning of the second

syllable (cHIP) or as a stop consonant at the

_creasing durations of silence, a stoplike
effect emerged. As in Experiment 1, some-
what more silence was required at the
longer noise durations for this stoplike effect
to occur, F(3, 27) = 6.93, » < .01.

Perhaps the most interesting result was
that once a stop was heard, its perceptual
placement in the utterance depended cru-
cially on the duration of the fricative noise:
At short noise durations, the listeners re-
ported predominantly GRAY CHIP; at longer
noise durations, GREAT sHIP. This resulted
in a significant response category by noise
duration interaction, F(9, 81) = 71.52,
p < .001. ¥

We also see that the response percentages
were in fair agreement with the results for
isolated words. When the critical word was
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heard as cuip in isolation, it was generally
heard as (GRAY or GREAT) CHIP in sentence
context, too—provided, of course, that it
was preceded by at least 30 msec of silence
—and words heard as SHIP in isolation were
generally heard as (GREAT) sHIP. Responses
in the GREAT CHIP category occurred at the
longer silence durations when the noise was
short, but even at the longest silence dura-
tion and shortest noise such responses
reached only about 509. '

A more concise representation of the re-
sults, showing perceptual boundaries as
determined by the probit method, is to be
found in Figure 4. There we see three func-
tions, each of which links those combina-

tions of silence duration and noise duration”

that are precisely balanced between certain
response alternatives, as we specify below.
The dashed horizontal line represents the
SHIP-CHIP boundary for isolated words.
Consider first the nearly vertical function
at the left (squares). This function char-
acterizes the boundary between GRAY SHIP
and all other responses. In other words, at
each combination of silence and noise dura-
tions on this function, listeners were just as
likely to hear a stoplike effect’as they were
to hear no stop at all. The lower part of this
function, which represents the boundary
between GRAY SHIP and GRAY CHIP, corre-

:-sponds directly to the SAY SHOP-—SAY CHOP
*boundary functions of Experiment 1 (cf. .
».Figure 2). As in Experiment 1, this part of . - -

end of the first syllable (GREAT). Wlth in-~ - the function is slanted and thus reflects a -~

trading relation between silence and noise
durations. Moreover, again in agreement
with Experiment 1, the trading relation
can be described as a constant ratio of si-

- lence -to noise. However, this ratio (about

.20) is considerably smaller than that ob-
tained in Experiment 1 at a comparable’
speaking rate (.44). This is presumably due
to the fact that in the present experiment
less silence was needed to obtain a stoplike
effect. The reason for that was suggested
by listening to the words preceding the si-
lence when taken out of context. The say
of Experiment 1 actually sounded like say
(not sAYT) in isolation, but the excised word
GRAY of the present experiment, although
correctly pronounced in the original sent-
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ence, sounded much more like GrEAT. Thus,
the vocalic portion preceding the silence
contained stronger stop-manner cues in
the present experiment than in Experiment
1, so that less silence was required to hear a
stoplike effect. These observations provide
indirect evidence for yet another trading
relation between two cues for stop manner:
the (spectral and temporal) characteristics
of the vocalic portion preceding the silence,
and silence duration itself.

Returning to the boundary function at
the left of Figure 4, we note that the func-
tion changes from slanted at short noise
durations to completely vertical at longer
noise durations. In other words, the trading
relation between silence and noise dura.
tions which characterizes the Gray sHip
versus GRAY CHIP distinction disappears as
the distinction changes to GRAY SHIP versus
GREAT sHIP. This phonetic contrast, located
in the first syllable, is apparently not af-
fected by further increases in noise duration
in the second syllable but depends only on
silence duration. :

We turn now to the second function in
. Figure 4, that connecting the circles. This
function represents the boundaries between
GREAT SHIP, on the.one hand, and GraY
CHIP Oor GREAT CHIP on the other. (GRaY
SHIP responses did not enter into the cal-
culation of these boundaries.) Since GREAT
CHIP responses occurred primarily at long
silence durations, the major part of the
boundary function represents the distinc-
tion between GREAT sHIP and GRAY CHIp,

that is, the perceived location of juncture. =

It is clear that noise duration was the major
juncture cue, as we should have expected
given earlier observations of Lehiste (1960)
and Nakatani and Dukes (1977). Had it
been the only cue, the boundary function
would have been perfectly horizontal. As we
see, however, the function shows a clear
rise at intermediate silence durations (40~
80 msec) : GREAT SHIP responses were more
frequent at short silence durations, and
GRAY CHIP responses were more frequent at
longer silence durations. Thus, silence
duration was a secondary cue for the loca-
tion of the word boundary (cf. Christie,
1974, for a related result).
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The third function in Figure 4—that con-
necting the triangles—represents  the
boundary between GrRAY cuIP and GREAT
CHIP, excluding other responses. There was
no obvious dependency of this boundary on
noise duration; the uppermost data point,
which may suggest such a dependency, was
based on only a few observations, since at
this noise duration (142 msec) GREAT SHIP
responses predominated (cf. Figure 3).
We note that a fairly long period of silence
(about 100 msec) was required to hear both
a syllable-final stop and an affricate.

Experiment 2b. By using the sentence
containing the word GRAY as the “‘source”
for half of the stimuli, Experiment 2b par-
tially replicated Experiment 2a. These re-

sults are shown in the top panels of Figure . ...

5. They may be contrasted with the results
obtained with the new GREAT source, shown
in the bottom panels. For each source, the
effects of noise and silence duration were
similar to those observed in Experiment 2a;
therefore, they need no further comment,
The change in the response pattern as a
function of noise duration was again highly
significant, F(3, 27) = 58.95, p < .001.
The effect of primary interest was that of
source. It can be seen that more GREAT
(both GREAT sHIP and GREAT CHIP) re-
sponses occurred when the source was
GREAT, as shown by a significant Source
X Response Categories interaction, F(3,
27) = 10.11, p < .01. However, this effect
did not substantially change the overall

response -pattern. At silence durations_qf'_u-‘ A
less than. 20 ‘msec,~the listeners still re-

ported GRAY SHIP; at longer silence dura-
tions GRAY CHIP was heard when the noise

.was short, even though the original utter-

ance had been GREAT. Thus, the cues for .~

stop manner in the word GREAT were readily - - - -

integrated with the intial consonant of the
next word if the short noise biased percep-
tion toward hearing an affricate. .

As in Experiment 2a, we calculated three
kinds of perceptual boundaries (cf. Figure
4).” These are shown in Figure 6, where they

" The GREAT SHIP versus GRAY CHIP (4 GREAT
cHIP) boundary estimates were based on only two
data, points (noise durations). To obtain probit
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thure 5. Effects of varying the “source” (original pronunciation as GRAY or GREAT) on the per-
ceptxon and placement of stop (or affricate) manner. (These are shown at each of two durations of
noise and represented as the percentage of occurrence of the several responses plotted against the -

duration of silence.)

are plotted, separately for each “source,”
as joint functions of silence duration and
noise duration. We see that the boundary
between GrAY sHIP and the other responses

estimates, we added two hypothetical anchor points:
22 msec (of noise) with 09, GREAT SHIP responses,
and 202 msec (of noise) with 1009, GREAT SHIP
responses,

‘(squares) shifted signiﬁcanfly to the left as -

the source changed from GRAY to GREAT,
F(1, 9) = 33.66, p < .01. In other words,
less silence was needed to hear a stoplike
effect (regardless of whether it was placed
at the end of the first or at the beginning of
the second syllable) when the original ut-
terance had contained the word GREAT.
Note that the stop-manner cues preceding
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a relatively short silence were readily inte-
grated with those following the silence:
Within the range of silence (and noise)
durations in which the subjects’ responses
were either GRAY SHIP or Gray CHIP, the
frequency of GRAY cuip responses actually
was increased when the source was changed
from GRAY to GREAT. ‘

The second boundary function—that
separating GREAT SHIP from GRAY CHIP and
GREAT CHIP responses (circles)—also showed
an interesting pattern of source effects. At
shorter silence durations, in which the dis-
tinction was mainly between GREAT sHip
and GRAY cHIP, the change in source fromA
GRAY tO GREAT increased GREAT suip re-
sponses and decreased Gray cHIp responses.
This is reasonable, although it provides a
counterexample to the recent conclusion by
Nakatani and Dukes (1977) that cues in the |
first word have no effect on the ,
location of the word boundary. At long si- .
lence durations (beyond 100 msec), on the
other hand, the phonetic distinction was -
primarily between GREAT SHIP and GREAT .
CHIP; there, source ceased to. have any.-
effect. Thus, when the silent interval ex-
ceeded about 100 msec, stop-manner cues i

. GREAT CHIP (triangle

~the cues following i

.out earlier, the word
. Source actually sound
lation. That the stim

perceived . _
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preceding the silence
grated with those tha
The third bounda

were no longer inte-
t followed it.

Ty, GRAY CHIP versus
s), showed by far the
Since the phonetic
ere in the word that
N pronunciation and

largest source effect
contrast was located h
was actually changed i
since, because of the relatively long silence
duration, the stop-manner cues preceding
the silence were perceived independently of
t, the large effect is
le. On the other hand,
al, since, as we pointed
GRAY from the Gray
ed like GREAT in iso-
uli derived from the
GRAY source received any GREAT cuip re-

readily understandab
the effect is not trivi

sponses at all was probably due to the pres- . .

ence of relativel

Y strong stop-manner cues
in the word GRA » . ’

Y.
General Discussion

“The most interesting aspect of the data,
in‘our view, is that whether a syllable-final
stop’ consonant was perceived (GRAY vs.
GREAT) depended on ‘the duration of the
noise following "the silence—an acoustic
event occurring much later in time. There.
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Figure 8. Effects of varying the “source”

aries that divide the several response categories.
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(original pronunciation as GrAY or GREAT) on the bound-
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are three questions we may ask about this
temporal integration: Why does it occur?
What are its limits? And when does the
listener reach a decision about what he has
heard? We consider these questions in
turn. '

Why does temporal integration occur?
We have seen that cues as diverse and as
widely distributed as (a) the spectral and
temporal properties of the vocalic portion
preceding the silénce, (b) the silence dura-
tion itself, and (c) the spectral and temporal
properties of the noise portion following the
silence are all integrated into a unitary
phonetic percept. Can we explain such inte-
gration on a purely auditory basis? Audi-
tory integration does occur—for example,
it is responsible for'the perceptual coherence
of homogeneous events such as the fricative
noige—and surely we have much more to
learn about such integration, especially in

the case of complex acoustic signals. But it -

seems to us quite implausible to suppose
that purely auditory principles could ever
account for perceptual integration of
acoustic cues as heterogeneous and tem-
porally spread as those we have dealt with
here. L

We encounter similar problems when we
seek to explain our results in terms of fea-
ture detectors as they have been postulated

by several contemporary theorists (eg.,’
Blumstein, Stevens, & Nigro, 1977 ; Eimas

& Corbit, 1973; Miller, 1977). Consider
again the case in which the perception of a
syllable-final stop consonant (GREAT vs.
GRAY) depends on whether the fricative
- noise following the silence extends beyond

a certain duration. If a single phonetic fea-
ture detector were responsible for the syl-

lable-final stop, then its integrative power
and complexity would have to be so great
as to remove from the concept of feature
detector the simplicity that is its chief at-
- traction. Alternatively, there might be
many simple auditory feature detectors,
each responsive to elementary properties of

the signal, whose outputs are integrated .

by a higher level phonetic decision mech-
anism (cf. Massaro & Cohen, 1977). But
that view fails to provide any principled
reason why the outputs of certain feature
detectors feed into a single phonetic deci-
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‘'sion in the way they do. Without reference

to the articulatory system that produced
the speech signal, the rules by which the
detector outputs might be integrated would
seem entirely arbitrary.

One might suppose, of course, that the
diverse cues have become integrated into
a unitary percept as a result of learning.
Surely, the cues have frequently been as-
sociated in the production and perception
of speech. But would such association be
sufficient to cause them eventually to
sound alike, as the integration (and various
trading relations) indicate that they do?
Common experience and common sense sug-
gest that it would not. Consider, for ex-
ample, a listener who has for many years
heard a bell and a buzzer, each of a particu-
lar kind, always sounded in close temporal
and spatial contiguity. It is reasonable to
expect that these very different stimuli (or
rather their corresponding percepts) would
become associated in his or her mind: On
hearing one he or she would expect to hear

. the other, and either would presumably be--
.come a sufficient sign for whatever it was

that the two, taken together, normally
signified. But it seems implausible that they
would ever be integrated into a unitary
percept, the components of which are no
longer readily available to introspection.
Nor does it seem plausible that a change in,

- say, the duration of the buzz could be

compensated for by a simultaneous change
in the duration or frequency of the sound .

of the bell so as to produce exactly the "
same integrated percept. Yet that is ex-
actly what is true of the diverse acoustic

cues that converge on a unitary phonetic
percept. At all events, we think it implausi-
ble to attribute the perceptual integration

of the acoustic cues simply to learning by -

association. -

As we pointed out in the introduction,
we believe that the guiding principle of
temporal integration in phonetic perception
is to be found in the articulatory act that
underlies the production of the relevant
phonetic segment. By an articulatory act
we mean not a particular articulatory ges-
ture but all articulatory maneuvers that
result from the speaker’s “intention’” to
produce a given segment, for example, a
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stop consonant, 'Thus, our definition of the

articulatory act is intimately tied to the
hypothesis that units of phoneme size are
physiologically real at some early level in
speech production. At the later articulatory
level, we can distinguish individual gestures
(such as closing and opening the jaw,
raising the tongue tip) that form the com-
ponents of the articulatory act. It is, of
course, these several gestures that produce
the several (and sometimes even more num-
erous) acoustic cues. The perceptual process
by which the acoustic cues are integrated
into a unitary phonetic percept somehow
recaptures the gestures and also mirrors the
processes by which they unfolded from a
unitary phonetic intentjon (or motor pro-
gram). We find it plausible to suppose that
speech perception, as a unique biological
capacity, has in fact evolved to reflect the
equally species-specific capacity for speech
production. The consequence is that, in a
very real sense, the listener perceives di-
rectly the speaker’s “intent’’—the phonet-

ically significant articulatory . act (for .

views related to ours in their emphasis on

the perception .of articulatory events but -

different from ours in other respects, ‘see
Fowler, 1977; Bailey & Summerfield, Note
6; Summerfield, Note 7). Lo

We turn now to our second question, that
about the limits of temporal integration.
From the data of our experiments, we ob-
tain an estimate according to the following
considerations. . The boundary between

GRAY CHIP 'and GREAT cHIP indicates the -
longest period of time over which the stop-/.
- manner cues preceding the silence are still

integrated with the cues following the si-
" lence into a single stoplike percept (affri-
cate). Although the exact temporal interval
varied with the strength of the stop-manner

cues preceding the silence (cf. Figure 6), a .

silence duration of 100 msec is a reasonably

typical value. To this must be added the .

approximate temporal extent of the rele-
vant cues preceding and following the si-
lence—at least 100 msec for the duration of
‘both the vocalic portion and the fricative
noise. We thus arrive at a temporal range
of 300—350 msec for the integration of
stop-manner cues. This estimate is in good
agreement with results on the single-
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gemjnate distinction for intervocalic stop
consonants (e.g., TOPIC vs. TOP PICK), since,
as Pickett and Decker (1960) and Repp

- (Note 1) have shown, that boundary occurs

around 200 msec of silence at normal rates
of speech. Inasmuch as the manner cues
following the closure interval (the formant
transitions of the second vocalic portion)
are shorter in this case (perhaps 50 msec),
we arrive again at an integration period of
about 350 msec. This coincidence is not sur-
prising since the articulatory gesture under-
lying an intervocalic stop consonant is
similar to that for a stop consonant em-
bedded between a vowel and a fricative.
In our view, the range of temporal integra-
tion in perception reflects not an auditory
limitation—such as the duration of a pre-

-perceptual auditory store (Massaro, 1975) -+

—but the longest acceptable duration of the
underlying articulatory act. Different artic-
ulatory acts may well be associated in

" perception with different ranges of temporal
integration. ... - -

We thus arrive at our third question :
When do the listeners decide what they
have heard? Before we can answer that
question, we must point out that there are
two logically distinct decisions the listener

. must make: (a) What phoneme has oc- - .
.. curred? (b) Where does it belong? Thus, in

the case of the GREAT ‘SHIP—GRAY CHIP
distinction, the listener must decide first
that a stop consonant has occurred and,
then, whether it belongs with the first or -
the second syllable, We see three possibili-

ties for 'the temporal Organization of the
listener’s decisions: (a) Both the What and .
Where :decisions occur - after all relevant

" cues have been integrated; (b) the What

decision occurs as soon as sufficient cues
are available, but the Where decision is de-
layed until the end.of the integration -
period; and (c) both a What decision and
a Where (default) decision are made as soon
as sufficient cues are available, but the
Where decision may be revised in the light -
of later information. We discuss these
hypotheses in turn. v

The first hypothesis implies, in the case
of GREAT sHIP, that listeners do not know-
whether they have heard a stop consonant
until they have processed at least the first
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120 msec of the fricative noise. This seems
implausible on intuitive grounds. It is more
likely that phoneticinformationaccumulates

continuously from the speech signal and. -

that What decisions can be made, in princi-
ple at least, before all cues have been pro-
cessed (cf. Remington, 1977 ; Repp, Note 1).
If this were not so, we should have to as-
sume that the relevant cues are integrated
at a prephonetic level and thus are held ina
temporary auditory memory—precisely the
argument we do not wish to make. On the
other hand, if temporally separate cues
(such-as those preceding and following the

silence in GRAY CHIP) are immediately

translated into phonetic representations,
temporal integration merely combines iden-
tical phonetic codes within a certain time

span and thus is not dependent on auditory

limitations. In terms of our experiment, this
means that the listener already ‘“‘knew’ at
the end of the vocalic portion of Gray
(which, as the reader may remember, con-
tained sufficient stop-manner cues to be
perceived as GREAT in isolation) that a stop
had occurred ; the silence duration cue (if
less than about 100 msec) and the noise

duration cue (if less than about 120 msec) -
merely confirmed this perceptual knowl-

edge. S

The remaining two hypotheses differ in
their assumptions about when the Where -7
decision occurs. According to one hypothe-

sis, listeners do not know whether they

have heard GRAY or GREAT until they have *:
processed the fricative noise ; in other words, * -
the Where decision is postponed until all *
relevant cues have been integrated. The’

alternative hypothesis assumes that listen-

ers group the stop consonant automatically Blumsisin. 8. E., Stevens, K. N., & Nigro, G. N

with the preceding syllable until later in- - Property detectors for bursts and transitions in -

formation leads them to revise that decision.
This leads to the paradexical prediction
that in an utterance heard as GRAY CHIP,
listeners actually perceive GREAT for the
brief moment that extends from the end of
the vocalic portion to the end of the frica-
tive noise, as they would have if cHip had
never occurred. We hope to conduct experi-
ments in the future that will shed more
light on these questions.
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