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ABSTRACT

To assess the validity of a grammar, one must derive utterances from it and then
determine the acceptability of these utterances to native speakers of the language. At the
level of syntax it is easy enough to isolate and recombine the relevant elements (words) .
and thus generate appropriate utterances, however difficult it may be to devise meaning-
ful tests. In phonology, on the other hand, there should be no particular problem about

"designing tests; the difficulty is, rather, in deriving testable utterances, particularly when
one insists, as he must, that the phonologically relevant elements (phonemes) be freely
commutable. This paper attempts to deal with the latter problem.

Until recently the linguist who wanted to move from phonology to utterance could
only use the human vocal apparatus, the flexibility and controllability of which is in-
adequate for the purpose. Instrumental methods seemed equally inadequate until, with
the advent of magnetic tape recordings, it appeared that one might make commutation
tests by cutting and rearranging tape segments of phoneme length. This has not proved
to be feasible, however, and for reasons that have to do with certain very fundamental
properties of speech.

Newly developed techniques for synthesizing speech make it possible now to. write
a phonological description from which testable utterances can be recovered by precisely .
defined operations. On this basis the phonology becomes, in effect, a set of rules for
synthesis, with explicit procedures for going from a sequence of phonemes to their
actualization as sound. Such rules are now available in acoustic terms, written at a
phoneme or sub-phoneme level, and therefore appropriate ds a basis for commutation
testing. While these acoustic rules constitute a workable and testable phonology, they
are not quite so simple as one might wish. Thus, in the case of at least one phoneme it is
necessary to have two rules, one for each of two classes of vowel contexts; more gener-
ally, we must apply built-in “modifiers” to the various classes of phonemes in order to
accommodate them to various positions in the syllable.

We believe that these complications can be reduced, and a simpler phonology achieved,
by stating rules for synthesis in articulatory rather than-acoustic terms. These articula-
tory rules should not, however, describe the changing shape of the vocal tract, since this

* This paper is based on research which has been supported since its beginnings by the
Carncgie Corporation of New York. Much of the work. of formulating the rules fof
synthesis was supported by the Research and Development Division of the Prosthetic
and Sensory Aids Service, Veterans Administration, under Contract ' V1005M-1253,
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would produce a result that s, like the acoustic rules, less than ideally simple; if greater
economy of description is to be attained, the rulés must rather be written in terms of the
motor commands that actuate’ the articulators. Preliminary studies of muscle action
potentials, recorded from several articylatory organs, tend so far to suppott this assump*
tion. We are, however, a long way from having sufficient knowledge about these motot .
command patterns; moreover, there €xists at the present time no-synthesizer that will
acéept such commands as input and*-thei‘eby peimit a rigorous test of a phonology-iit
these terms. o n L e .
The procedures which lead to a phopological description in terms of acoustic rules for
syg_th&sis provide other data which should be of interest to the linguist, even though they
are not critically relevant to his primary concern. One learns, for example, that various
phorieme classes have very different perceptual properties; we are led then; to speculate
that these differences may make the phonemes differentially efficient as vehicles of
information and so.determine their linguistic roles. Cs :

GRAMMAR AS TESTABLE DESCRIPTION

Whether the linguist prefers to believe that the business of grammar
“writing is one of discovery or invention, he is like other scientists in.regard-
ing his descriptions as tentative in nature. He must, in fact, be-especially.
insistent on this point, for he is exposed to a hazard from which many other
scientists are better shielded: a lay public with relatively easy access to.
observational data concerning which it has a stock of ready opinion. This
ready opinion (to which the “educated community” is particularly prone)
reflects the view that the grammar of a language is given, and that the
“grammaticalness” of a speech-event is derived therefrom:? indee'd‘, it
tends to go so far as to make this “grammaticalness” the necessary and
sufficient condition for the acceptance of a speech stretch as an utterance
of the language. For the linguist this is, of course, a matter of putting the
cart before the horse. Since his purpose is descriptive and not legislative,.
the hypotheses which constitute the linguist’s grammar must rather be
tested to ensure that they conform to the observed behavior of speakers of
the language. Only then can he arrive at a grammar which sets forth the
pattern presumed to govern the production and acceptance of speech
stretches as utterances in the language.

1If the attribute of ‘grammaticalness’ (or *grammaticality”), as the term has be¢n used
recently, is to be taken as derivative, it is only so in that it presupposes a transcendental
Grammar of the language. Despite the fact that linguistic discussion has been marred
by an invidious, and odious, confrontation of “God’s truth” and “*hocus-pocus,” it is
lamentably true that the only kinds of grammars with which the linguist deals are the
mundane products of his own activities. 1herefore, in our discussion ‘grammar’ will
refer to the linguist’s output, while ‘grammatical’ and ‘grammaticalness’ wilk serve to
chiaracterize language samples according to the linguist’s evaluation ‘of cerfain kind$ of

associated behavior on the part of the native speaker.
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~ In testing to determine the adequacy of his grammar, the linguist some-
tifties becomes the target of criticism by those among his scientific con-
freres who look with impatience on his habit of- searching out the rare
- exception to the rule. The behavioral scientists, in Darticular, may suggest
that it is misguided hubris on the linguist’s part to insist that a statement in
the grammar must either hold all the time or be rejected,? for it seems un-
reasonable to expect that human behavior can be predicted so completely.

- Now:this ‘suggestion may only be making the unobjectionable point that _

the ‘cost of an increase in” precision of description can sometimes be
exorbitant, but it also implies that, at some stage in the process of grammar
construction, recalcitrant data may be neglected as statically nonsignificant
variations about some. normal niode. This the linguist cannot allow, in
principle.3 It is true enough that he excludes observations of certain speech
events (i.e., “lapses”) from his working data, and his basis for doing so may

be ultimately statistical ;4 but then the question is one of deciding whether
a particular token is a proper “actualization” of an utterance type of the

Ia;i_guage, and on this decision the relative ftéquenqy'pf occurrence of the
utterarice type has no bearing. Just as the linguist does not require that his

. grammar enable one to predict the relative 'fréQuency.of utterance types . '

(and, in the limiting case, non-utterance types) in any finite corpus, so too he
does not feel free to rejéct an utterance merely because his grammar, which
otherwise provides for some arbitrarily high percentage of the utterance
types in his corpus, fails to account for it. For though the relative frequency
of an utterance type may possibly have relevancé to the grammar, it will
also depend on the circumstances in which the data were gathered;5 the
rare occurrence, or even the absence of a type, in one corpus may imply
nothing about its frequency of occurrence in some corpus collected under
different conditions. o

2.Thus M. Joos, in his “Description of Language Design,” Journal of the Acoustical
Society of America XXII (1950), #01-708;-is possibly speaking for many linguists when
he:clainis’ that “in printiple every possible statement of ours must be either true or
false—nothing halfway”, ;
' 3Thus for.example, in C, F. Hockett’s “Note on ‘Structure’,” International Journalof
Anrierican Linguistics X1V (1948), 269-271, “the one rule that all devotees of the game
(that is, descriptive linguistics) agree on pretty well—is that all the utterances of the
corpus. must be faken into account,”? . _ ‘ o '
* Lapses are informally defined, in Hocket's just cited “Note,” as productions which
the informant himself asks to be stricken from the record, or as. features of utterances.
Which he eliminates from alleged repetitions of those utferances. .

5'See L, Bloomfield, Language (New York: Heriry Holt,1933), p2 2 ‘Thefrequency
‘ofyinost: lexical forms. s doubtless subject to a gredt deal of superficial fuctuation,

according to the practical circumstances,”

B
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Dual nature of langnage bgh;ivior v » A
'What we have just said means in effect that, with respect to the infor-

mant in his dual role of prodiicing and responding to s eechsxgngls, we

may not. restrict our attcnijjoﬁ exclusively to his s'pe?eh‘pr‘g:d‘u,c_ ;Eb,e}
havior; it is strongly aséertegf that we cannot ~dispepse with obsg;ygg o1is of
his responses to speech signals. In fact, when it is ;gca‘li_ed_.&thavt _ll'gggas.ts
have, from time to time, argued that grammars ought to (and perhaps, in
theory, can) be constructed: éolf;ly on the b_asis‘» ofa no.n-dlreq,tgvgly glflglte‘d
corpus,® we are tempted to make the contrary assertion; namely, that in
theory one might construct the grammar of a langua.ge s_»qlely on the basis
of an informant’s responses to speech or speech-like signals gefneratc:d
quite independently of any knowledge of the infqrmfmt’s: behavior asa
speaker.” It is improﬁtable to take either propo,sal. serxously. asa working
procédure, of course, for we are under no nece_ssxtyv of havmg to choose
between them. Fortunately, the informant accepts most of the utterances
he produces and can be induced to generate most of tho;e he acgepts;.f

‘The need to test o
If the grammaticalness of a speech event is igdepquent 'of vs{h‘atever
grammar we may choose o construct, and if it is also not to be.xnfffgrgd
strictly from the observed frequency of occurrence of an appropriate type
in any corpus of material, then it - an only be defined .thh>respec.t- to some
procedure in which the degree of acceptability by native speakers is deter—
mined. Thus the determination of grammaticalness depends ﬁna}ly on the
application of suitable tests of acceptability. Such tests are thg} hpk which
connects the statement of the scope of a grammar with the process _, of

validating that grammar or determining its actual domain.9

6 This is presumably because, e.g., in Z. S. Harris Methods in _:S'tructural Linguistics
(Chicago: University of Chicago Press, 1951), fn. 12 on p. 12, “it may r}o; a’lways be
possible for the informant to say whether a form which is proposed by the linguist occurs
in his language.” ' ) o

7 This is not to say that it would be unnecessary to use care in devising listening tests.
See fn. 10. .

" 8 Foran extensive discussion of eliciting methods see C. F.‘Voe_g?l}n, ”The Nothn nzil'
Arbitrariness in Structural Statement and Restatement. I Eliciting,” Internatio y
Journal of American Linguistics XXV (1959), 207—?20. I_t is t9 be nqted that all .t e
methods of eliciting described require that the linguist observe 1nforq}ant r&sponsesrt‘o,

- as well as productions of, speech. ‘ : K

9 If these tests are to define an intgresting scope for. a grammar theyi_must s;txsfi
several minitum requirements: (1) they:must not be so,Ia'x_that all co.r,_xqcxya\b_slg, speec
stretches are equally acceptable; (2) they must not be so stringent that utterance fyp of
frequent occurrence in any corpus non-directively: elicited from an informant will

3
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In the literature of linguistics the role of testmg has rarely been the
subject of extensive discussion. Perhaps this is to some extent explainable
on the ground that testing procedures are lumped with other tricks of the
trade known as “field methods in linguistics,” a subject often regarded as
nore fit for student instruction than for theoretical ventilation. Neverthe-

less, in the course of -doing field work, linguists may often test their

observations by attempting themselves to produce utterances which con-
form to (or perhaps violate) some theory derived from those observations.
Our drscussmn so far has been to make the point that grammatical state-
ments must be.tested; the fact that the linguist’s: tests are carried out under
far from: rigorous condmons is perhaps deplorable but that is another
matter ,

“Not only must testing be conducted as a neceéssary part of the business
of grammar construction, but this testing should be experimental in the full
~ sense of the word—it should include the testing of speech stretches which
represent prev10usly unobserved sequences of ‘the elements obtained by
analysis at the various levels of description.

-Very recently there has been some public discussion of. the procedures

of minimal-pair testing at the phonological levell® and of tests of gram-
- maticalness at the level of syntactic description.}! It would seem that the
difficulties encountered in trying to test descriptions at these two widely
separated levels are quite different in nature. At the phonological level the
problem is largely one of devising a reliable method of proceeding from the
description. of utterances as phoneme strings to the production of acoustic
‘'signals for presentation to native users of the language; once this is feasible
it should not be a serious problem to develop tests by which phonologically
relevant responses can be ‘elicited. Experrmental testing ‘at the syntactic
- Tevel, on the other hand, is not hindered by any dltﬁeulty in 1solatmg ele-
ments (words) and recombining them at will, but it is no simple matter to
demde how to go about mstructmg the subjects so as to elicit responses

rejected by him; they should yleld a classification of speech stretches into acceptable and

unacceptable categories that does not do violence to the informant’s intuitive judgment,
10 See, for example, Z.-S, Harris, Methods in Structural Linguistics (Chicago: Univer-

sity of Chicago. Press, 1951), p. 32; M. Halle, “The Strategy of Phonemics,” Word X

(1954) 197-209; M. Kloster Jensen, Tonemicity (Bergen: Norwegian Umver"srty Press,

zgll);xA Abratm:;;ix The Vowelsl:lmd Tones of Standard Thai: Acoustical Measurements

periments (Bloomington: Indiana

e mtiics, 5962) Umversnty Research Center in Anthropology,
11 See, for example, H. Maclay and Mary D. Slator, “Res onses. to

Judgments of Grammatlwlness,” International Journal of Anmier: lgan nguts}zi: g)‘g(g\sl

(1960), 275-282; A.A. Hill, “Grammatrmhty,” Word XVII (1961) 1-10; N, Chomsky,

“Some Methodological Remarks on Generative Grammar,” Word XVII 1961) 219—239

J—
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which are reasonably consistent and clearly relevant to syntactic descrip-
tion. In what follows we shall not be concerned with the problem of testing
syntactic statements; instead our attention will be confined to phonological
testing. This restricting of attention is dictated, not by any conviction:that
the need to test language description is less crucial at other levels; but
rather by our own special interest in the perception and physical specxﬁca-
tion of speech as sequences of phoneme-size elements, and ‘by our belief
that recent advances in the technology of speech processing can contribute
most significantly to the development of procedures for testing the phono-

" logical statements of grammars.

Testing at the phonological level
Generally speakmg, the statements at any Ievel of descnptlon in a

‘ grammar are concerned with either identifying the members of a set.of
- elements or describing the ways in which these elements combine to con-

stitute utterances of the language. Within ‘the phonology we may dis-
tinguish at least two kinds of segmental elements, and thus two Ievels of
descrlptlon the phonetic and the strictly phonologxcal The purely phonetic
statements specify a set of elements (the phones) on the basis of their
articulatory and/or acoustic characteristics;!2 the strictly phonologrcal
statements arrange the phones into hi gher-order. clements (the phonemes)
on the basis of both phonetic and distributional considerations, and then
go on to characterize the phonemes themselves phonet1ca11y and dis-
. tributionally. Ultimately, statements of the last kind may treat of certain
relational properties of the phonemes considered as purely abstract ele-
ments of a set—that is, as elements of a set algebra. Viewed thus, the
‘phonemes appear as more or less abstracted entities, divorced from the
physical observations that served as the starting point of descnptron
Although the analytic processes which intervene between phonetic ex-
. traction and phoneme crystallization may obscure, or even eliminate, the
~ basis for any “straightforward” physical definition of the phonemes, i it is
nevertheless true that the phonological description of a language must
enable one to recover the phonetic specification of an utterance from its
phonemic representation. It seems reasonable, moreover, t0 suggest that
 the phonetic specification of an utterance must somehow be convertible to
an audible signal which ¢an be presented to an informant for identification.
In other words, one may regard the symbols of ‘a phonemic transcription
as representing a sequence of instructions which should lead more or less
dlrectly to a token of the utterance type symbohzed R

12 More precisely, on the basis of these charactensucs_as perceived by the ﬁng'uist.
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From transcription to speech; practical difficulties . '

- The vipw that the Pphonological description of an uttérance ought to pass
some test ‘of its “generative adequacy” has been generally held by Hnguists;
certainly they have regularly resorted to infornial testing in order to make

sure that each distinct utterance type of a corpus has a unique representa-
tion that can be “reaq. back™ as an acceptable token of that type. The
lingﬁis-t’s;?»d.émOnstratipn ‘that he can convert the phonemic representation
into an utterance, Wwhile it may convince us of the Iilausibility of his descrip-

tion, .does not constitute a rigorous test of that description. He is involved

in two ogﬁations in performing such a test: (1) he must replace the pho-

“back'in strict acéord with- the symbols, it is not possible to talk in any

precise way: about the “accuracy” of a Pphoneti¢ transcription,

~ The fact that there is no way of ensuring that an utterance has been
- correctly reconstituted from its phonetic transcription does not prevent

linguists from claiming that certain phonological statements rest on some

though some of the discussions of commutation testing might suggest
btherwise, such tests have been for the most part strictly “gedanken-
experimental” in nature, simply because itis not possible for a speaker to
control his speech production with the requisite accuracy.

In order to make commutation testing a workable experimental pro-

controlling the speaker’s production. Various evasive tactics have been
attempted: mechanical “talking machines”13 i5 great variety have been
used to "invéstigate speech, though not as serious contenders in phono-
logical testing; of the more recent methods, one involves the manipuiation

13 A summary account of some very early talking machines is to be found in H, Dudley
and T. H. Tarnoczy, “The Speaking Machine of Wolfgang von Kempelen,” Journal of
the Acoustical Society of America XXiI (1950), 151-166. Another well-known account of
these- machines is that of R, Paget, Human Speech (London: Kegan Paul, Trench,
Trubner, 1930), pp. 12-19, . ' ' - o
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of speech after it has been recorded, anq the other resorts to electrogxlc
devices which can produce synthetic speech. As we sl'1a11;see,’ oply tae
methods that employ synthetic speech turn out to be feasible for »comx?u -
ion testing at the phonological level R
tlo\l’:lltizsrrlnliagneticp tépe gcoi’ders became generally av?da‘f;l;x bfa?:
students of language hoped'_thajt_ phonologiqally relevant datam.l;_g ht d(:-e-
tained by cutting tape-recorded speech into segm_ents., comyfiutlx?cgi ar:{ﬁca:-
sph'cihg these into new sequences, and then getting informiant identi

. tions of the processed signal. This method of commutation testing has -

been well explored by now and has turned vqut to be‘» of very hm‘r‘ted %lehty, 1;
This is so because of the very basic fact (the root of thg. prot erz;1 gf
segmentability”) that it is impossible to cut the tape so as to :solgte ea_.czs %
the -phones composing the regorded utterance. When taps;,s‘e_zg‘xvn?gv o
about the size of the individual phones (cut to minimize ovgl‘ag ax; w h
as many tape segments as there are p,hQnes? are reassembleé- in n;:}v :(;)x:t
biﬁatfons, the audible signal may still be pegcefved as speecl};of assort, ’
it islspeech so garbled that it may not even be xdentxﬁ_abl‘c as.an _,ufttgranc -
Because of this, the commutation of segments by manipulating tape ntas‘
ncdrdirigs is,,ig general, no more useful in.t.e{stm.g phgnologxg@lfsﬁatgr?;;
than is a procedure which requires that the hngu.zst becapableo sol;g_e- : 1,lg
like absolute control of his own vocal mechamsm, though for a:‘ asxca_ ‘y
different reason. - - . o
1 Altogether, it appears that we must give up tpe .hope of -'devellopx?fefa;}:
rigorous method for testing phonolegical descr,xptlon ttlat-mvo'ves bio
perimental manipulation of either the speaker’s behavior or his recor

14'For an account of the serious difficulties that arise, see C_?'ril, Harris, ;‘;I;I'Aegl;l.;igts';g
Blocks of Speech,” Journal of the Acoustical Society of Amei;;a XX\:l é ISive);tgen'have.
i i TS ang, a
Interesting studies by Wang and Peterson and by Peterson, I . 1 ha
shown thagt if one wishes to cut and resplice segments that approximate p};oner?:z ;:;:zr; .
and yet recombine to produce intelligible speech, he must ( 1).haveva very a;ge:); rentony
of segments (over 1,000 even whén intonation differences are ignored) ?rzd ( ;))ho ses Shed
ith sé ed ‘dyads’) tains “parts of two phos i
with ségments (called ‘dyads®) so cut that each one c’c,m ‘ o
their-mutual influence in the middle of 'the segmer;t.f §Se; Ww. \t?:’;r;i' zzgt;(»}z;fl')jifr?:d
“Segment Inventory for Speech Synthesis;” Journal o tte' cous 2 o ca
X):Sg(m(l958), 743-746; G. Petersen, W. Wang, and E. Snvtartsen, Segrper;tét{x;n(l’ges‘:sl;
“niques in Speech Synthesis,” Journal of the Acoustical Sog‘tety of Am'ertca g Z N e,
739-742). The size of the segment inventory varies accprdmg to the size a}:l ) y,;:; orihs
segment, as shown by E. Sivertsén, “Segment Inventorm; ﬁf :wh:nyﬁt Agi’r) an L
v . y (University of Michigan, . In
Report No. 5, Speech Research Laboratory ( 4 oD 10 oor-
i i iti i bine segments of approximas tely pl
tain special cases it is possible to ¢ut and recom bi i
: as i studies of the cues for speech péfcep . b3
length, as has been done for example, & s§u : perpcon by
Y i “The Role of Context in the: erception
C. Schatz and K. S. Harris. (See C. Schatz, ole o e Daraepiion o
G P T e XXX (1954), 47-56; K. S. Harris, “Cues or the Discriminati n o
mcan En:?iih Fricatives in Spoken Syllables,” Zanguage and Speech 1(1958), 1-1)
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v prdduct;f_on. The linguist’s picture-of language as-made up of a limited

~ numiber:of eleménts which, liké the printer’s movable type, can be more or
less freely combined, cannot at present be matched by any direct operations
on'speechitself. : ’

Commuégtm,n testing and synthetic speech:

A feasible method of commuting segments of phone length is to deal,
not-with speech- itself, but with an approximation to speech—synthetic
speech. In this connection we should point out first that there do now exist

- instrumental techniques for speech synthesis that allow the production of
acoustic. signals which the native speaker will ‘identify as words and
sentences of his language; these speech synthesizers also permit the mani-
pulation of acoustic signals subject to very precise control, and in ways
that make it possible to determine just which acoustic features contribute

~ most to the identifiability of a signal ‘as some particular utterance of the
language. We can, for example, fix on some particular time interval within

a signal, vary that portion of the signal in statable ways so as to generate a

family of test stimuli in which the acoustic variation is perceived as a more

: or less gradual shift in phonetic quality, and then present these stimuli to

- native speakers for identification as utterances. In the event that the
speakers differentiate among stimuli, their responses make it possible to
point to the particular segments in the acoustic pattern that served a
distinctive function. ( : '

When we resort to speech-making-devices, we can not only synthesize
reasonably satisfactory approximatiofis to human speech; we can, indeed,
generate synthetic productions that are in a certain way superior to human
speech: it turns out that in producing audible signals acceptable as speech,

“-one is not constrained to copy faithfully the patterns found in spectro-
grams; one can as well make do with signals whose spectrograms are
drastically stripped-down versions of the spectrograms of hu'manly pro-
duced speech, and, in so doing, devise signals that have segmentability
built into them, This is not to say that we can cut and resplice tape record-
ings-of such synthetic speech—segmentability of this kind is likely to prove
impossible of attainment; so long as we deal with language at the acoustic
level—but that the information supplied to the synthesizer can be formu-
lated as a set of rules for synthesis, and that these rules can be fed to the
synthesizer .in any desired order. to produce an intelligible speech-like
outputL Such rules are, in a very real sense, the functional counterparts of
conventional phonemes in that they serve as the frecly commutable cle-

~ments of'a description of the language. They have, however, the important
advantage of being explicitly convertible to speech. Moreover, in thé pro-
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cess of conversion the rules for synthesis. generate_.;lul;—mé;i :::::de;;u;:
 that e synthesized utterance will be represented by 1t
that each phoneme of the synthesized terance Wi o ot
' i ' ' Thus, the technique of speech synthesis makes 1
appropriate (allo)phone. Thus, SR A R
)si ' : i utation testing as a feas
ossible, and for the first time, to use comm S A
aay of determining the relations among phoneg, gnd_ herce & Qﬂcs o
phonological description.
Rﬁles for synthesis as a descriptive system

Rules for synthesis did not spring full-blown_.tf:qr‘;x. a sf)e?c:l pzlr;it:;sl;ze;;
or are the | f a h enterprise direc
nor are they the result of a research ¢ FE
i ’ ulated from.data coHected i
producing them. Rather, they were formulat ! »\ . _ |
Ié)erics of gstudies 15 aimed at finding the acoustic features -whlch_sgrye as

cues for the perception of utterances.

When, after many experiments, we had most of the impo‘rta;ir;_tf ‘gcalst;i:
cues in hand, we were able to produce speech that was synthetic 1

i r
strictest sense. That is, we were able to formulate data about the cues fo

M . . 4or into
pﬁones as explicit instructions for converting a phonetic tmnscrlptiﬁfo]::gh
a schematized spectrogram, and then, by puttmg,t}llle ;/;[)ect{)(zi?maﬁd ough

" a patter produce intelligible speech. Moreover, -ar ‘

a pattern playback, to produce intelligibl Moreaver, and Fone
imp i i ot difficult to reorganize the data :

importantly for this paper, it was not diff ¥60 A

‘ in su ] te the sets:of instructions for sp A

the cues in such a way as to. ponsohd_a of i o D
i -rules) into more general rulés for synthesis t :

. phones (i.e., the sub, rules) in ger . o b ol
applied di ic transcription. Thus, by re-wor he re
applied directly to a phonemic tra Thu o e e

tual- operations ¢ ore-or-less arbitrary acoustic § .
of perceptual operations on mre-or-ies e fhat oo
i : i x tities (sub-rules and rules) that
obtained eventually certain sets of en (s L ru : !
respond roughly to the two kinds of elements (phones and phonemes) used
in phonological description. _ | o AP
'ghe nature and structure of these rules for synthgsls heve;be;r} c:esc:n:;ei
in detail elsewhere, 16 together with an example of their applica }()Sré.s o2
épeciﬁc phonemié transcription. The example, in partlcglilftllr, r;:g: up e
i ’ y n the instructions which make u
internal structure of the rules. When : 1 e
rules are considered separately, it appears that they aret,. 1;;:3 %zng?tp?ng
X . Instead, the rules are susceptible to uping
unique to a particular rule. In: ) susce] ey
i imilarities i i nt specifications (instruct
on the basis.of similarities in their compone A
i X ings agree very closely witk
- As might perhaps be expected, t:h,_e groupings  the
 usual shonétic classification of speech sounds in terms of pléce z:mdv__l m}ar;;e-
15 Many of these studies :are'§ummarrized in A, M. Lihg?nan, Sq.m-e lggsxuvtz(olgs_’) .
search on Speech Perception,” Journal of the Acoustical Society o[ America XXIX 57,
ez AT, d F. Cooper, “Minimal Rules
A, Li , F. Ingemann, L. Lisker, P. Delattre, and . ¥, “Minimdl
fo:;?ntligel;?;;nSpwchg}’ Journal of the Acoustical Society of Amem:a )O{?('xl,(l?@),.
1490-1499. I
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of é[ticﬁléﬁon. Thus the rules for English /pbm/ share certain specifica-
- tions which quite evidently relate to a subphonemic feature of labiality;

the rules for /mng/share specifications that can be paired with nasality

.'(though not necessarily with nasalization) and, in general, subsets of the
“complete specifications for 4 rule show correspondences with the familiar
dimensions of articulation. R B -
The fact that the structure of the rules involves dimensions which cor-
- Tespond. rather closely to the subphonemic dimensions of conventional
phonology has practical utility as well as theoretical interest. It implies a
substantial degree of interconvertibility (at the subphonemic level) between
the articulatory and acoustic descriptions of ‘phonological units. The
practical consequence'is that synthetic methods can be used to test some
. aspects, at least, of phonological descriptions of the usual kind. Thus,
assumptions about the role of a particular feature (e.g., labiality or nasality)
in_establishing “phonetic similarity” for the native speaker can be evalu-
ated experimentally: synthetic spectrograms can be constructed to include
(or to omit) the specific feature in question while retaining all other
features, and the sounds generated from these patterns can then be pre-
“sented to native speakers for identification, as sounds of their language.
- Clearly, the method depends on the possibility of converting a statement
about a subphonemic feature into
. spectrograms. This is possible only to the degree that the dimensions of the
" rules-for:synthesis description correspond with the dimensions of the
. Phonological description that is being tested; in practice, the correspond-
ence is close but not perfect, = : T
“A different aspect of the interria structure of the rules appears when we

ask, not about relationships among the rules, but about the process of
converting a transcription into sound via schematized spectrograms and a
synthesizer. We can then classify the individual instructions that comprise
the rule according to their functions in synthesis. One group of instructions
then relates quite clearly to the Phonological unit per se; these “core” in-
. structions specify such things as locus frequencies or formant frequencies
that apply to the phonological unit in all of its variants. Another group of
'Spéciﬁcations is needed to provide continuity of pattern elements and
thereby to match the continirous character of the articulatory movements;
these “condectivity” instructions are, in fact, so simple that they appear
only implicitly in the rules as now formulated, e.g., as part of the defini-
tions of “explicit” and “implicit” loci. Other sets of specifications, which
we may call “position modifiers,” affect the application of the coré in-
structions in ways that are determined by context, i.e., by the identities of
neighboring rules in the Particular sequence that is specified by the

explicit differences in schematized
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_sure, no more ¢ than a reasonable consequence of the dimensional structure
of the rules, described in earlier paragraphs. :

It may be of interest to compare the phonemic representatlon of an
utterance with the sequence. of rules for that same utterance, The exact
relation between the phonemes and the rules for synthesis cannot be deter-
mined in any a priori fashion, for we must suppose that the degree of cor-
respondence will depend on the criteria by which each kind of element is
set up and also, perhaps, on the language that is being described. There
are, however, some fairly general. questions that can be answered : what is

involved in proceeding from phonemic transcription to acoustic signal?:

and is there a one-to-one correspondence between the “phonemes™ of the
two phonologies? When we examine the conversion of transcription into
audible utterance, it appears that there are two steps ito this. process,
‘Whether it is accomplished by a human being or a synthesizer. In the first
case, the human reader must in effect replace the phoneme symbol by one
representing its appropriate allophone; in the second case, the synthesizer
must -apply those built-in provisions of the rule (especially the posmon
mcdxﬁers) that alter the course of synthesis in order to take account of the
spec1ﬁc context in which the rule is found. Hence, in a functional sense, if
~ not in a formal one, both conversions of symbol into sound are two-stage
operations, and there is a close parallel between them. The formal resemb-
lance is even closer if, instead of replacing the phoneme by one of a set of
discrete allophones, the reader applies certain “slurring” operations in
rendering the phoneme symbol iniv speech.

The correspondence between conventional phonemes and rules for
synthesis is, at least for American English; almost one-to-one—but not
strictly so. The clearest case of a lack of such correspondence is presented
by the velar stops: although the phoneme /k/ poses no special problem in a
conventional phonology of American English, we require two rather dis-
tinct rules to synthesize a satlsfactory [k] before all vowels (and likewise for
[g].1? These two rules can, of course, be classed together on the basis of
their non-contrastive distributions, but they will then constitute a new type

“of rule, essentially different in nature from the rules for the otherwise

similar /p/ and /t/. The anomalous status of /k/ is Ppresumably to be ex-

plamed on the basis of some discontinuity, not at the articulatory level, but
at the point of conversion of the articulatory gesture to acoustic output.
It would appear that the acoustic description provides a poorer approxi-
mation to the ideal phoneme than does the articulatory characterization,20
at least for /k, g/. : ‘

19 See A. Liberman et gl., page 1496.

20 Another example of the specxal problems that arise in synthws from: acoustxc rules
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The discussion of the rules for synthesis can be summed up rat_hg?t
briefly: even if one chooses to stay close to the acoustic stuff of speech, it is-

~ possible to generate a phonology that meets the major criteria for swch a
* system, namely, parsimony of description and the employmient of entities.

(rules) that are discrete, freely commutable, and explicitly convertible to
sound. The rules, as phonological units, have the reassuring property of
standing (almost) in a one‘to-one correspondence with the phonemes of
more familiar descriptions; moreover, their internal structure exhibits

- dimensions that map onto the ari:ulatory dimensions of these phonemes.

The correspondence at the subphonemic level provides a useful—and
otherwise unavailable—method. for conducting rigorous acceptance tests
of the utterances specified by a conventional phonology.

The lack of an exact one-to-one correspondence and the occasional re-

~ quirement for “position modifiers” points to-a somewhat more remote

connection between acoustic description and the ideal phoneme than
between articulatory description and this goal. One must add, however,
that neither description achieves the ideal, as attested by the lack of a
direct, single-step process for converting the phonological units into
speech. May there not be some third mode of description by which ele--
ments having the status of the phonemes and the rules might be mapped
dlrectly mto the utterance? .

Motor COMMANDS: A SIMPLER MODE OF DESCRIPTION?

‘We have seen that attempts to describe language in acoustic terms en-
counter an immediate difficulty due to ovetlapping manifestations of the
successive phonemes; this is, of course, the well-known problem of seg-
mentation that frustrates tape-cutting procedures, and that is so vividly
portrayed in Hockett’s Easter egg analogy.2! Much of the foregoing dis-
cussion has been concerned, at base, with finding a solution that could be

stated in acoustic terms.

is given in the paper by A. Liberman, et al., which we have already referred to. (See
page 1494.) This is the case of the sequence /glu/ in initial position, where one finds that
a simple concatention of the otherwise effective rules for juncture, lgl, 1], and-Ju/ yields
an audible signal that is significantly less intelligible than do the same rules in other
combinations. Intelligibility is markedly improved when the rules corresponding to these

" phonemes are qualified by certain position modifiers, though these unfortunately reflect

contextual constraints that are somewhat more severe than in the usual case, since they
involve making changes in each rule whlch depend ona more mtrncted domain. in whlch
the position modifier operates.

21 C. F. Hockett, A Manual of Phonology (Indiana Umversxty Pubhéatxons in. Anthro-
pology and Linguistics, Memoir 11, 1955),.pp. 210-211. ’



96 LEIGH LISKER FRANKLIN S. COOPER, ALVIN M. LIBERMAN

_ The particular acoustlc descnptlon of a language as a set of rules for
synthe51s has the 1 major virtue that segmentability has been regamed the

. umts of description are, as indeed they must be; distinct and: commutable,
morepver, they correspond to the segmental phonemes, and so conform to

- the distributional and morphological constraints of the language. One may

ask however, whether this is a genuine gain or merely a contrived solution;

‘with. unresolved difficulties swept under the rules. It is clear that the rules
must somehow provide a basis for generating speech sounds that will flow
ssmoothly from phone to phone; we.have seen that this can be done by the
inclusion of connective and positional instructions within the set of rules
: approprxate to each phoneme, and that this i is not an uneconoxmcal pro-
cedure. :

.We have seen also that a close parailel ex1sts between the sub-rules
generated by the operatxon of the position modifiersin a. rules-for-synthesis
descrxptlon and of allophones in the usual phonemlc account of a language.
Both are needed to implement actual tests: ‘of acceptance by a native

: hstener Both confess a less-than-ldeal mdependence (commutability) of the
unxts in which the description is couched. A quantitative, figure-of-merit
comparison of the two kinds of descriptions would be difficult to make,

- but the two'seem roughly comparable in the extent to which “allophonic
variation” must be invoked.

-Can we hope fo find a simpler description—one in 1 which the abstract
units that meet our intuitive expectations. about segmentability and
'eommutabxhty will also serve, ‘without intermediate steps, to generate the

" sound sequences of the language? And where shall we look for such a
'descrlptlon" If language exists anywhere in the simple, lawful form we
seek; it must surely be within the brain of the ‘user, safe for the
moment from direct scrutiny. We know:that the outward forms of
language exhibit successive recordings (on the phonological level) as the
message proceeds from oral to acoustic to aural mode. The inward
“versions: should be the simpler the nearer they are to the neural center
where the message is presumed to exist in pristine form, and so a descrip-
tion in terms of the innermost accessible modalxty should be a reasonable
objectlve

The dictum that “we speak to be heard in order to be understood”
suggests that the search for this proximate modality should follow the
‘message mto the ear; thls is the conclusion drawn by its authors,22 Te-

2R, Jakobson, C. G. Fant, M. Halle, Preliminaries taJpeech Amzlys:s the Du'tmctwe
Featurgs and Their Correlates (Acoustics Laboratory, Massachusetts Institute of
Technology, Technical Report No. 13 January 1952) See especially the ooncludmg
'paragrgphs of Section 1.3.
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flecting their assumption that phonological simplicity is to be found at the
level of auditery. decoding. There are difficulties with this view, both in
pnnc1p1e and in practice. Oneisa consequence of the umdn'ectlonal ﬁow of
speech, always from mouth o ear: the successive transformations’ by
which the- message is recoded from one modahty to the next need not kave
mverses that will operate sxmply, or even ‘uniquely, to restore the message
to a prior form. Thus, in prmcngle at least, it ay not be possxbke to: work
the puzzle backward from " auditory attribute to aqoustlc stimulus; in:
practice also, the search for acoustic invariants to match the presumed
auditory entities has proved largely unrewardmg

Moreover, the temporal priority. of source over sensor, and the logical
nece551ty for a motor encoding of the message if there is to be any sensory
decoding, would seem to imply two centers of equal status. Such a model
might not appear unréasonable for two-way communication, where
speaker and hearer are different persons, but it is hardly a parsimonious
one for that most attentive of all listeners, the speaker himself. All that he
needs (in: functional terms) is a single center served by a link between
sensory and motor areas.23 When he:converses with his fellows, - their
speech, arriving at this same center, need only be interpreted as is his own.
Viewed in this way, the speech process operates as a closed loop in which
the message circulates through successive recodings, one of which corres-
ponds in discreteness of units and regularity of structure to our perceptlon
of the message, or, more precisely, to the phonologlcal constituents of the
message.

Little can, or need be said about the location(s) of this center, but we

vbcan usefully enquire into its internal structure: are the perceptual units _

arranged on the dimensional framework of an audlfory space, or of a
gestural space? The answer will strongly affect our choice of where to look
for simplicity of phonological description.

The evidence is largely inferential but it points, in the main, to phoneme
representation in motor terms. This would, of course, be a reasonable in-
ference from the body of linguistic experience to the effect that artlculatory‘
shape provides a better basis for phonetic description than does sound im-~
pression. There is persuasive evidence, too, from experimental data about
the perception of speech sounds: the acoustic cues that dlstmgulsh the
phonemes fall into well-patterned ‘arrays along articulatory dimen-

~sions, but do not arrange themselves so simply along the fannhar

psycho-acoustic dimensions. In- certain crucial cases the: perceptual
evidence is more than merely persuasive: thus, a comparatweiy small
change in artlcuiatory shape can sometimes .give rise to'a rather Iarge _

23 The distressing effects of delayed feedback would:seem also to support thxs v1ew
4“—W'.
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~and. d_is_continuous change in acoustic pattern, thereby forcing the percep-
tion to reveal an affiliation with articulation rather than with sound.24

Description in terms of motor commands
_ If phoneme representation is, indeed, in motor terms, then investigation
;shoui"d be directed, not toward audition, but to the earliest accessible e?én_ts
in production. These may well be the electrical activities and contractions
‘of the various muscles used in speaking. One can infer quite directly from
these data the corresponding neural commands, so that it should be
gossiblé to derive a phonological description in terms of motor comniand
patterns, i.¢., in terms of the temporal-spatial patterns of activation of the
“miuscles, or groups of muscles, responsible for generating and articulating
‘speech.. , : S
" - Will this description differ, in any significant sense, from one in terms of
“the configurations and movements of the ai}ticulatory tract, i.e., from that
of conventional articulatory phonetics? Both deal with the physiological
events of speech production, so that similarities are certainly to be ex-
pected. Differences, if any, would arise in generating the overt gesture from
the motor commands. In some instances, the relationship between the
activation of a muscle and the resulting shape or movement of the articu-
~ lators is simple; direct, and independent of neighboring events, but this is
clearly the exception. Usually, the encoding of motor commands into
‘shapes and movements of the tract is a complex transformation, one that
could not be computed, even in principle, without taking account of inter-
actions over stretches of the order of syllabic length; there is, in short; an
" unavoidable smearing of the phoneme boundaries, and a corresponding
loss in segmentability. All these complications are to be attributed, pre-
sumably, to the interactions and constraints inherent in the mechanism of
the vocal tract. The motor commands operate ahead of this part of the
system, and so escape distortion by it. The difference between the two
descriptions is, therefore, a significant one, and we should expect important
gains in simplicity if we can arrive at a description in terms of motor
command patterns. ‘
Experimental work aimed at a systematic description of this kind is only
well begun, but it has aIréady confirmed that electromyographic and other
. physiological techniques can provide useful data; further, an early study.on

bilabial stop and nasal consonants has indicated a gratifying degree of

independence among physiological features that are distinctive for these

24 A review of the experimental data that support this conclusion is given in Liberman’

(see footnete 15).
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sounds,25 Simplicities of this kind, if théy are found to hold generally,
would point to a subphonemic structure characterized by dimensions that
are not only mutually independent but also identified with dbsé;Vable parts
and functions of the speech mechanism, a significant step, we think,
toward a substantive model. ’

The requirement for testing, - :
Specification of the phonological units of language in terms of motor

'cqmand,patterns might then, if early hopes prove not false, meet the.two

cnteria of parsimony of description and compatibility of the implied model

- with physiological fact. But more is ‘necessary, as we have alréady insisted

in connection with mote conventional phonemic descriptions. The newly
defined units must meet the commutation fest so that, when pemut;éd into
combinations found in the language, they will fully prescribe the generation
of acoustic sequences acceptable to the native speakers of that language.
Commutability is, of course, closely tied fo the mutual independence of
the sets of commands that comprise -the individual ;phoxidlo;gi'céﬁl “units.
Thus, experiments of the kind already reported 26 offer presumptivéevi-
dence. The physiological model, too, leads one to expect no great difficulty
in‘composing gestural sequences of syllabic length (or longer) by assembl-
ing sets of commands in the required temporal order. ’
There is, however, a serious difficulty in carrying out the decisive test of
generating acceptable utterances directly from the commands; it lies in the
present lack of a speech synthesizer that can operate with motor command

" patterns.as ‘its input instructions. There do exist synthesizers that copy

electrically the geometry of the vocal tract27 and one, at least, that can
change the configuration of its tract at normal speech rates. 28 These devices

25 G. Lysaught, R. Rosov, and K. Harris, “Electromyography as a Speech Research

Technique with an Application to Labial Stops,” Journal of the Acoustical Society of
America XXXTII (1961), 842 (Abstract). )
: 26 Lysaught et al. In addition, MacNeilage has shown that although the acoustic re-
presentation of English /f] varies with its context, the muscle potential pattérns are
similar for all positions. (P. MacNeilage, “Electromyographic and Acoustical Study of
the Production of Certain Final Clusters,” a paper presented at the Sixty-Third Meeting
of the Acoustical Society of America, New York, May 23-26, 1962) .

# H. K. Dunn, “The Calculation of Vowel Resonances and @an “Electrical Vocal
Tract,” Journal of the Acoustical Society of America XXII (1950), 740~753; G. Fant.
“Modern Instruments and Methods for Acoustic Studies of Speech” in Proceedirgs o,
the Eighth International Congress. of Lin. -ists (Oslo: Oslo University Press, 1958),

" pp. 349-351; K. N; "S,t"eVen‘s, S. Kasowski, and C. G. Fant, “An Electrical Analog of the

Vocal Tract,” Journal of the Acoustical Society of America XXVII (1953), 734:742,

' 28@G, Rosen; “A Dynamic Analog Speech Synthesizer;”” Journal of the Acoustical
Society of America XXX (1958), 201-209; M. Hecker, “Studies of Nasal Consonants
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op@eratc; however, on the basis of the shape of the vocal tract, not the
pattern of motor commands that generate that shape; accordingly, we must
expect the control signals to be more complex and less segmentable than
they would otherwise need to be. R '

1t may prove feasible, as a practical measure, t0 enlist the aid of a com-
puter in converting (from stored tabulations-of empirical data) the desired
sequence of motor command patterns into tract configurations, and thence
(by synthesizer) into acoustic sequences. But this can serve as a test of the
description itself only to the extent that the stored tabulation can be so
written as to allow a distinction between entries needed to offset short-
comings ‘of t_he description per se, and those required to account for the
operation of the flesh-and-blood transducing mechanism. The alternative
procedure, direct conversion of motor command patterns. into speech
sounds, would certainly be preferable; it does, however, require construc-
tion of a synthesizer that copies in its mechanism the interactions and
constraints of the vocal tract. This seems now a remote prospect but, what-
ever the difficulties, some method of synthesis must be found if a rigorous
‘appraisal is to be made of the description of phonological units in terms of

motor command patterns. ,

One measure—we think an important one—ofthe merit of any phono- -

logical description is the degree to which acceptable sound sequences can
be generated directly and solely from the independent, frecly-commutable
unit descriptions. There should, in the ideal case, be no need for inter-
* mediate stages in the generative process in order to accommodate varying
contexts and, accordingly, there should be‘né role for intermediate entities
(e.g.,the allophones of conventional descriptions) or corrective procedures
(e:g., the position modifiers in a rules-for-synthesis description). By what
margin will a motor-command description miss this ideal? ‘

OTHER RESULTS OF EXPERIMENTAL STUDIES,

So far we have considered experimental procedures that can be applied
to language in order to establish an accurate and economical description,
at 1éast on the level of phonology. That much is surely relevant in a direct
way to linguistics and to the problems with which the linguist is commonly
eoncerned. It is in order now to point out that essentially the same experi-
mental procedures can be expected to yield, in addition, a g eat deal of in-
formation which ought to be of considerable interest to*the linguist,
whether or not he chooses to incorporate it into his system.:-We have in

- Wi

with an Articulafory Speech Sytithesizer,” Journal of the Acoustical So _i_éiy of America
200GV (1962), 179-187. ey
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one as /b/, /d/, or [g/. It was found that, with acoustic differences between
stimuli held  constant, discrimination was considerably better across
_phoneme boundaries than it was within the phoneme categories.

Tt;ese increases in discrimination at the phoneme boundaries are a re-
flection of the essentially categorical perception of the stops. We wanted,
however, to determine the degree to which the perception is categorrcal
and for that purpose we carried out the following procedure. First, we

" madg the extreme assumption that the listener can discriminate the speech
sounds only as well as he can zdenttfy them as phonemes—that is, that he
can hear no intra-phonemic variations. Given. the data on how the listener

labeled the sounds as phonemes, we can then calculate what the level of
discrimination would be if the extreme assumption of categorical (i.e.,

’ phonemrc) perception were true. Discrimination functions that were deriv-
ed on this basis were found to fit rather closely those that had been
obtained in the experiment.3?

‘ Categorrcal perception: an effect of learning?

- We will want in a short while to describe the very du‘ferent perceptual
properties. of certain other phonemes. Before doing that, however, we
should make several points about the categorical perception, of the stops.
Thus, it should be said that from the standpoint of standard psychophysics
the results obtained with the stops are most unusual. Stimuli that lig ona
single continuum are ordinarily perceived continuously—that is, the dis-
crimination function is typically monotonic (without peaks) and the ob-
. server can discriminate many times more stimuli than he can 1dent1fy in
absolute terms.

_The perception of the acoustic continuum on which the stops lie, is,
indeed, so exceptional as to make us suspect that it has been much in-
fluenced by learning. To find out whether or not this is so, we have in
several studies 3! measured the discriminability of an acoustic variable that
cués the phonemic distinction, and then measured the discriminability of
the same variable in a non-speech context. The point here, of course, is that
we take the results obtained with the non-speech controls as an approxima-
tion to the discriminability that the speech stimuli would have had wrthout

30 The goodness of fit has varied somewhat from one experiment to another depend-
ing on certain procedural details and also, perhaps, on the nature of the distinction being
investigated (e.g., whether /b, d, g/ or /d, t)). The closest approximation to categorical

..perception has so far been found with /d, t/. (See footnote 29, L:berman, Harns, Kmney,
and Lane.)

- Ar See Liberman, Harris, Kinney, and Lane' also Lrberman, Hams, Eimas, Llsker,
and: Basnan.
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benefit of linguistic expenence In all these control expenments we haye
found no increase in drscrxmma;ron as stimulus values that wounld h&ve
corresponded to phoneme boundaries; thus, it appears that the d errnuna- '
tion pedks found with: ‘stimuli’ that are heard as speech sounds. -are an’
effect of learning. Tt has been found further, thatthe drscnmfﬁatlon of
the control stimuli ‘is generally poorer than that of the spegch, from’
which- we conclude that the effeét of linguistic experience mnst have
been to increase discrimination: across the phoneme boundaty; there was
no evidence of a learned reductron i discrimination thhm a phoneme
category. -

Given that there is an effect of learnmg, one asks then more precrsely
what is learned 7 As we implied in another connection earlier i in this paper,
we belicve that a speaker (and listener) learns to connect speech sounds
with their appropriate articulations, and that the sensory feedback from
these movements (or, more likely, the ‘corresponding neurologxcal pro-

" cesses) come to mediate between the acoustic stimulus and its perception.

It would follow then, that acoustic stimuli whiich vary continuously along,
say, the:/b, d, g/ dxmensron are perceived discontinuously (i.e., categoric-
ally) because the relevant articulations are essentially dlscontmuous thus,
for speakers of English, there is no articulation between /b/ and /d/ and,

- consequently, no intermediate perception‘.

Non-categoncal perception: experrments with vowels .

When phoneme distinctions are produced by artrculatxons that move
cont;jnuouslyv from one position to another, we should expect continuous
perception, and that is, in fact, what we find. Thus, in one study 32 synthetic

. vowels were varied through a range large enough to include /1, Jg/, [/,

and this range was divided into the same number of steps that had been
used in the earlier study of /b, d, g/. In contrast to the stops, there were
with the vowels no peaks at phoneme boundaries, and, as in the case of
simple non-speech stimuli, like tones that vary in loudness or duratlon,f
discrimination of the vowel stimuli was very much better than identification.

It should be noted, too, that the Vowels proved to be more discriminable
than the stops—that is, many more intra-phonemic drﬁ'erences could be
heard They were mferlor to the stops 1n that the phoneme labels were’

.32 SeeD B Fry; A. S. Abramson, P‘D Eimas; andA M. Liberman, “The Idenﬂﬁga-
tion and Discrimination of Synthetrc Vowels,” (in preparation). For similar re§ults with
phonemrc tones ‘and phonemic. vowél duratron (both in Thai) see AS. Abramson,'
“Identxﬁcatron and Discrimination . Ehonemrc Tones,” Journal of - the Acaus
Society Amer:ca XXXIII (1961), (Abstract); A.S. Abramson, and J Bastign,-
“Ident:ﬁeatron and Drscnmmatwn of .,Phonemxc Vowel Duratron," (in- preparatxon)‘__ .




104 ‘ t.ﬂGH LISKER, FRANKLIN S. COOPER; ALVIN M. LIBERMAN

apphed with less con31stency Indeed, the identification of the synthetic

vowels was in many cases determined almost completely by the: context (of '

the other vowels) in which the sound was presented 33

Some speculatlons about perceptual properties, distinctiveness, and
lmgulstrcs
Now what has all this to do with linguistics and the uses of experzment
in lauguage description? The point is that experimental procedures not
very different from those described earlier in this paper have yielded results
which point to important perceptual differerices between phoneme classes.

An appreciation of these differences may not be necessary for a linguistic'

description which meets minimum logical requirements, but the differences
are none the less interesting or basic.

_The obvious implication of these differences is that, other things equal,
the stops will be more distinctive than the vowels—that is, they will be
more quickly and easily identified on an absolute basis. In the case of the
stops, the most acutely perceived differences occur. at the phoneme
boundaries, which is precisely ‘where they should be for the absolute
identification of the acoustic stimuli. Such an arrangement provides an
effective basis on which incoming speech sounds can be sorted rapidly and
unequivocally into the appropriate “phoneme bins.” The result is that in
perceiving /d/, for example, the listener is not reduced to judging the par-
ticular stimulus as more or less like /d/ than the last sound he heard; rather,
he hears it simply as /d/. The perception of the vowels, on the other hand,

is more like that of pitch or loudness or any one of many simple stimulus

continua. These stimuli are all highly discriminable, but they tend in per-
ception to shade into each other, and it is much easwr to judge the stimuli
relationally than to identify them absolutely

The more distinctive a phoneme, the more efficient it will be as a carrier
of information, or so we would think. If we can assume that people are
motivated to communicate with some reasonable amount of efficiency, we
may suppose that the function and fate of a phoneme would be determined,
at least in part by its dlstmctlveness In addmon and quite apart from any

33 The reeult is probably related to the assumption by Joos (see M. Joos, Acoustic
Phonetics, Supplement to Language XXIV (1948)), that vowels are perceived in terms of
a frame of réference, and also to the finding by Ladefoged and Broadbent (see “Informa-
tion Conveyed by Vowels,” Journal of the Acoustical Society of America XXIX (1957)
98-104) that the identification of synthetic vowels is mﬂuenoed by the acoustic charac-
teristics of the carrier sentence. We suspect that the ‘continuous (as opposed to
categotml) nature of vowel perception lics behmd these examples of the tendericy to
perceive vowels relatxonally
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assumption about human motives, it can be argued that a reasonable level
of distinctiveness is not merely desirable, but rather necessary if language -
is to take the form that all human languages do. It is obvious enough that-
a phonenuc system réquires by its very nature that the phonemes be identi-

'ﬁable absolutely (And apparently the nature of man’s' mental processes

requires that all languages be phonemic.) Somewhat less obvious, perhaps,
is the psychological necessity that most such identifications be made
quickly: if the rate of flow of phonemic information is not above some-
rather high minimum, the organization of the phoneme units into mor-
phemes, words, and sentences becomes ;sychologically impossible. These
considerations mean that some reasonable fraction of the phoneme ele-
ments must be highly distinctive. By measuring the perceptual properties
of phonemes in many languages, we should be able to define the limits
within which distinctiveness may vary, and in addition, perhaps, uncover
some interesting equivalences and constancies. S

Other needs and circumstances will, of course, cause elements of rather
low distinctiveness to become part of the language, but we should then
expect that the relative distinctiveness would be 1mportant as a determinant
of the linguistic roles that the various phonemes come to play. In this con-
nection we should expect, for example, that the information load borne by
a given phoneme or class of phonemes would be determined in significant
measure by its distinctiveness. Thus, we might find, for each phoneme, a
relationship between dlstlnctlveness and the number of minimal palr-
ings. : :
In a rather different area, we should suppose that the greatest amount of
historical, idiolectal, and dialectal variation would occur among the re-
latively less distinctive elements. It is possible, too, that not only the
amount, but also the kind of variation would be correlated with distinctives
ness. Those changes which do occur might well be quantal (i.e., phonemic)
or continuous (i.e., merely phonetic) depending on the degree to which the

- phoneme has the property of categorical perception (and production) we

have here discussed.

One other aspect of the experimental findings summarized here has some
relevance to the linguist’s problems and ought, therefore, to be commented
on. We refer to the result which indicates that the interesting perceptual

" properties of the stops do not inhere in some innately given relation be-

tween the sound and its perception, but are, rather, a result of learning.
Surely it is not news to the linguist to hear that one’s perception of
language is influenced by his linguistic experience. The possibly novel point
is that it is quite feasible, as we saw earlier, to measure the nature and
extent of such influences. These procedures mlght well yield data that
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would be of interest to the linguist in connection with the effects of
contact between languages, second-language learning, the development of
language in children, and like areas; essentially the same procedures might
even be applied to the calibration of the linguist as a measuring instru-
ment..
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