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Event-related potentials (ERPs) were recorded during a picture naming task of simple and com-
plex words in children with typical speech and with childhood apraxia of speech (CAS). Results
reveal reduced amplitude prior to speaking complex (multisyllabic) words relative to simple (mono-
syllabic) words for the CAS group over the right hemisphere during a time window thought to reflect
phonological encoding of word forms. Group differences were also observed prior to production of
spoken tokens regardless of word complexity during a time window just prior to speech onset (thought
to reflect motor planning/programming). Results suggest differences in pre-speech neurolinguistic
processes.
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386 PRESTON ET AL.

Childhood apraxia of speech (CAS) is a subtype of speech sound disorder that impacts speech
intelligibility through impaired precision and consistency of speech sounds. CAS is characterized
by disrupted transitions between sounds and impairments in prosodic elements of speech such as
lexical stress (ASHA, 2007). One manifestation of CAS is significant breakdown in the preci-
sion of speech as words become increasingly complex (e.g., increased number of phonemes and
syllables). Although CAS is believed to have a neurobiological basis that results in an impaired
ability to plan and/or program the movements for speech (ASHA, 2007), there is currently little
understanding of the neurobiological foundation of the core deficits in producing complex word
forms and planning and programming movements. CAS is often identified in early childhood but
symptoms can remain well into school age or even adulthood, and there may be lasting impacts
on social, academic, and communicative success. Treatment outcomes remain less than optimal,
reflecting a lack of understanding of the underlying neurolinguistic mechanisms for CAS. Much
behavioral research has been conducted on CAS, but few studies have addressed neurobiological
foundations of the disorder. The present study aims to characterize the neurobiological basis of
differences in generating simple and complex word forms and preparing articulatory movements
in school-age children with CAS.

One clinical characteristic of CAS is a breakdown in speech accuracy as words become
increasingly complex, and this construct is often evaluated as part of diagnostic protocols in
research and in clinical practice (Forrest, 2003; Lewis et al., 2004; Shriberg et al., 2010; Strand,
McCauley, Weigand, Stoeckel, & Baas, 2013). Complex word forms can be difficult for chil-
dren with CAS to produce, especially when challenging syllable structures such as consonant
sequences are attempted (Crary, 1984; Maassen, Nijland, & Van Der Meulen, 2001). In par-
ticular, multisyllabic utterances are commonly in error among children with CAS, with errors
encompassing omissions, substitutions, additions and distortions of sounds, lexical stress errors,
and sound sequencing errors (Crary, 1984; Lewis, Freebairn, Hansen, Iyengar, & Taylor, 2004;
Nijland et al., 2003; Peter, Button, Stoel-Gammon, Chapman, & Raskind, 2013; Shriberg et al.,
2003; Velleman & Shriberg, 1999). Hence, errors in phonological and phonetic output become
increasingly apparent as children with CAS generate longer phoneme sequences and plan the
associated movements.

Numerous processes are involved prior to speech production, and the descriptions of those pro-
cesses vary among researchers. In general, after a word is retrieved from the lexicon, phonological
stages occur prior to phonetic stages. Phonological stages involve selection and retrieval of
phonological representations as well as assembling/ordering phonological elements within a
frame, and specifying lexical stress. Therefore, phonological stages encode the length, com-
plexity, and prosody of the utterance, and these stages may be vulnerable to disruption in CAS
(Shriberg, Lohmeier, Strand, & Jakielski, 2012). Phonological stages are followed by phonetic
processes of motor planning and programming (or “transcoding,” cf. Shriberg et al., 2012).
Motor planning involves generating the movement goals for a selected word or utterance (van
der Merwe, 2008), and it requires specifying the general spatial and temporal parameters asso-
ciated with targeted articulatory movements. After the motor plan has been constructed, motor
programming ensues by specifying how the movement goal will be achieved; motor programming
involves selecting and communicating with motor units that can accomplish the plan. Children
with CAS may have difficulty with either or both of these phonetic processes (Crary, 1984;
Maassen et al., 2001; Nijland & Maassen, 2003; Nijland et al., 2002; Shriberg et al., 2012).
However, differences related to phonological and phonetic processes are difficult to infer simply
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NEUROPHYSIOLOGY IN CAS 387

by listening to children’s speech. The present study seeks to identify objective, brain-based
markers of these differences in children with CAS.

Picture naming is a common paradigm used during assessment and treatment of CAS.
Levelt, Indefrey and colleagues (Indefrey, 2011; Indefrey & Levelt, 2004; Levelt, 1999; Levelt,
Praamstra, Meyer, Helenius, & Salmelin, 1998; Levelt, Roelofs, & Meyer, 1999) have outlined a
Word Production Model (WPM) that specifies the general time course of the psycholinguistic pro-
cesses (and, to some degree, the associated neurolinguistic processes) revealed by picture naming
studies of typically speaking adults. Although exact ranges of time windows may vary somewhat
depending on the nature of the lexical items, participant characteristics, and so on some general
principles have been identified in the WPM. The first approximately 175 msec after a picture is
presented are generally associated with visual processing of the picture. This stage is followed
by selection of the lexical item, which may occur from approximately 175–275 msec post picture
onset. These early processes are not hypothesized to be impaired in CAS. However, subsequent
processes in the phonological stages are thought to involve phonological retrieval (approximately
275–350 msec post picture onset) followed by syllabification (approximately 350–475 msec post
picture onset), which involves combining phonemes into syllables and assigning stress patterns.
This syllabification process is likely to begin soon after the first sounds are retrieved, with syllabi-
fication of initial sounds and syllables perhaps occurring before the final sounds are retrieved, and
thus syllabification of early sounds may overlap with the phonological retrieval of later sounds
in words (Indefrey, 2011). The syllabification process generally involves constructing the frame
from which the motor plan is generated, which will differ depending on the complexity of the
utterance.

The WPM identifies phonetic encoding as the final stage just prior to articulatory movement
(approximately 475–600 msec post picture onset) in which messages are transmitted to mus-
cle groups; this phase could also be characterized as motor planning and programming. Motor
planning may overlap in time with syllabification, as the plan for early parts of a word may
be initiated while later parts of the word are still being assembled (Meyer, Roelofs, & Levelt,
2003). Although the WPM may over-simplify the complex processes involved in lexical access
and speech production (e.g., it fails to identify feed-back processes), several decades of both
behavioral and neuroimaging studies of adults support the general ordering of processes and
the temporal windows associated with picture naming (Indefrey, 2011; Indefrey & Levelt, 2004;
Levelt, 1999; Levelt et al., 1999). We assume that children would follow a similar ordering of
processes, although children’s naming latencies may be slightly delayed relative to adults. The
neural differences in phonological and phonetic processes in children with CAS would therefore
be expected to emerge in a picture naming task around 350 msec after the picture is presented but
before speech production occurs (i.e., during syllabification processes in the phonological stage,
and during planning and programming in the phonetic stages).

The functional neurobiology of speech planning and programming differences in CAS has not
been well explored. Functional magnetic resonance imaging (fMRI) data have been reported
on a speech production task in one family with a genetic mutation causing CAS, and these
data suggest widespread differences in cortical and subcortical speech production networks.
Liégeois et al. (2003) reported that, during a speech production task, family members with
CAS showed reduced activation in inferior frontal gyrus compared to family members with-
out CAS. However, the temporal resolution of fMRI is quite limited and does not allow for
an analysis of the specific processes underlying speech production. To evaluate the specific
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388 PRESTON ET AL.

neurobiological characteristics of speech motor planning and programming, more temporally sen-
sitive neurobiological tools such as electroencephalography (EEG)/event-related potential (ERP)
are needed.

TEMPORALLY SENSITIVE MEASURES

EEG records electrical activity of the brain at the scalp. One advantage of EEG is its fine-grained
temporal resolution, which allows for analysis of neural activity on the order of milliseconds.
Time-locked analysis of the EEG signal in response to a stimulus is known as event-related poten-
tial (ERP), and ERPs have been used for many decades to assess neural signatures associated with
a variety of speech and language processes in normal and disordered populations. To date, there
appears to be only one ERP study of CAS. Froud and Khamis-Dakwar (2012) used ERPs to
study the mismatch negativity (MMN) responses in five children with CAS and five age-matched
controls. They observed that children with typical speech showed a standard MMN response
to phonemically contrastive tokens (i.e., /ba/ vs. /pa/), but children with CAS showed a less
mature response. However, children with CAS did show a MMN response when presented with
allophonic contrasts (i.e., /pa/ vs. /pha/), which was not observed in the children with typical
speech. The result was interpreted as atypical processing of phonetic and phonological informa-
tion in children with CAS with overly specified representations for at least some phonological
information. This study provides some indication that there may be underlying phonological
deficits in addition to problems planning/programming speech-related movements. However, the
prevailing theory of the fundamental difference in children with CAS is in planning/programming
the movements for speech (ASHA, 2007), rather than in phonological processing or auditory per-
ception per se. Thus, it is possible that a MMN paradigm might not be sensitive to the causal
mechanisms underlying impairments in planning speech.

ERPs have been used to study neurophysiological processes involved in preparing to speak,
although to a much lesser extent than studies of auditory perception. Using Levelt and Indefry’s
WPM as a guide, Eulitz, Hauk and Cohen (2000) used ERPs to examine covert relative to overt
speech produced by adults in response to pictures. They found clear differences between these
conditions in a window from 275–400 msec after picture onset. This difference was interpreted to
reflect the component associated with phonological and phonetic stages necessary for producing
the word. Additionally, they observed stronger activation over the left hemisphere than the right.
Other imaging studies have observed physiological responses at time windows that generally
agree with the behavioral studies of picture naming (Indefrey, 2011; Indefrey & Levelt, 2004;
Levelt et al., 1998).

One additional ERP paradigm relevant to the current investigation involves identification of
pre-motor potentials. A number of studies have observed slow negative ERP signals present
before the onset of limb movements, oral movements, and speech (McArdle, Mari, Pursley,
Schulz, & Braun, 2009; Sochůrková, Rektor, Jurák, & Stančák, 2006; Tremblay, Shiller, &
Gracco, 2008; Wheaton, Shibasaki, & Hallett, 2005; Wohlert, 1993). In such studies, the ERP
analyses are time-locked to the onset of movement. Thus, a slow negative wave prior to the
onset of speech indexes motoric processes involved in planning or programming the move-
ment. We therefore expect to observe differences in this signal prior to speech onset in children
with CAS.
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NEUROPHYSIOLOGY IN CAS 389

PURPOSE AND HYPOTHESES

There is presently little neurophysiological evidence of the core impairments in CAS that are
believed to occur before the onset of speech. The present study employs a picture naming
paradigm to evaluate whether the assumed difference in these underlying processes can be
revealed by ERP. Although the long-term goal is to identify neurobiological markers of CAS,
the current study takes an initial step to determine if a simple picture naming task can be used
to identify differences that are in line with theoretical predictions associated with phonological
complexity and motor planning and programming. Using the temporal guidelines predicted by
Levelt and Indefrey’s WPM, we examine the electrophysiological basis of processes associated
with preparing to speak simple and complex words in children with and without CAS. Based
on prior studies of adults performing picture naming tasks, it was hypothesized that the groups
would differ in their neural organization for preparing to produce complex words and that these
differences would arise primarily during late phonological stages of syllabification (approxi-
mately 350–475 msec post-picture onset); that is, the effects of stimulus complexity would be
expected to be revealed at these stages in which assembling phonemes and imposing lexical stress
is occurring. Additionally, later stages of phonetic encoding in which articulatory movements are
planned and programmed (approximately 475 msec and beyond) would also be expected to differ
in CAS. Thus, we hypothesized that differences between children with CAS and controls would
be revealed during syllabification of articulatorily complex items and during planning and pro-
gramming stages of all items. Finally, whereas previous fMRI studies have revealed increased
engagement of the right hemisphere for speech production tasks, we sought to explore whether
ERP data would reveal differences in scalp topographical lateralization1 (which can indicate
underlying neural lateralization) during a speech production task in children with CAS. The
time windows of interest were phonological stages that encompass assembly and ordering of
phonemes (i.e., 350–475 msec after picture onset) as well as later phonetic stages associated with
motor planning and programming prior to speech movements (i.e., 475–600 msec after picture
onset). As an additional analysis, we sought to examine pre-speech potentials just prior to the
onset of movement.

METHOD

Participants

Two groups of participants were recruited: children with typical speech (TS) and children with
CAS. All participants in both groups were between 9–15 years of age (mean 12 yr 4 mo,
SD 22 mos), had English as their native language, and reported no history of head trauma.
Additionally, all participants achieved a standard score above 80 on the Expressive Vocabulary
Test-2 (Williams, 2007).

1Although scalp laterality differences do not map directly to specific underlying regions, when responses are more or
less lateralized, global laterality differences can be hypothesized.
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390 PRESTON ET AL.

To be eligible for the typical speech (TS) group, children were required to have no history of
speech, language, hearing, or learning difficulties. They also had normal speech sound production
and prosody, as judged by a licensed speech-language pathologist (the first author) in a short
conversation and as determined by a standard score above 95 on the Goldman-Fristoe Test of
Articulation-2 (Goldman & Fristoe, 2000). Fourteen children were recruited and met eligibility
criteria for the TS group.

Children with CAS were diagnosed by local clinicians as having CAS. All had been in speech-
language therapy since the age of 2 or 3 and were still receiving services. For the present study,
two speech-language pathologists familiar with CAS (including the first author) confirmed the
diagnosis through analysis of children’s performance on several tasks (cf. Preston, Brick, &
Landi, 2013). To confirm that children had speech sound production problems, children in the
CAS group were required to score below 80 on the GFTA-2 (mean 57.8, SD 15.8). Although
all participants with CAS had errors on rhotic sounds /r, Ç, Ä/ during the GFTA-2 and conver-
sational speech, children with CAS produced sound substitutions, omissions, and distortions on
other sounds as well (including consonants as well as vowels). In addition, errors of migration
(i.e., moving sounds out of order) and/or metathesis (switching the order of sounds in words)
were also observed in 3–4 syllable words. Errors in lexical and phrasal stress were also observed
in multisyllabic words and in conversation. Hence, their errors were not just phoneme-specific
distortions as might be expected of children with residual speech sound errors who do not have
CAS. Additionally, to verify speech motor sequencing difficulties, participants with CAS had
to score below 85% on the Sequencing subtest of the Verbal Motor Production Assessment for
Children (Hayden & Square, 1999). Qualitatively, children with CAS produced slow and inaccu-
rate sound sequences on diadochokinetic tasks (e.g., /p∧t∧k∧/, /a-m-u/). Finally, the Recalling
Sentences subtest of the CELF-4 was used both to evaluate language skills (language memory
and complex morpho-syntax) and to judge articulatory precision, sound sequencing, and prosody
at the sentence level. Errors on this task in production of vowels, consonant sequences, and lexi-
cal and phrasal stress were used to confirm the diagnosis of CAS. Because there are currently no
specified values for diagnosing these features in CAS, these symptoms were used to identify CAS
but specific thresholds were not employed. Of the 14 children who were referred by clinicians as
having CAS, nine met eligibility criteria for the CAS group.

One child from each group did not provide sufficiently analyzable ERP data for the present
study (see ERP Data Collection and Processing below). Therefore, the ERP data included
13 children in the TS group (9 male, 4 female) and 8 in the CAS group (7 male, 1 female).

ERP Task and Stimuli

A picture naming task was used to compare the two groups on items that require relatively low or
relatively high demands on speech motor planning (i.e., Simple and Complex items). A stimulus
list (see Appendix) was developed for each of the two conditions, with 12 items in each con-
dition. All items in both the Simple and Complex conditions began with voiced plosives /b/ or
/d/. Items in the Simple condition were designed to place relatively low demands on speech plan-
ning. Simple items were monosyllabic, contained no consonant clusters, and had the phonological
forms CV (e.g., boy) or CVC (e.g., bone). Complex items were designed to place relatively high
demands on speech planning. Complex items were 2–3 syllables in length and were allowed to
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NEUROPHYSIOLOGY IN CAS 391

contain consonant clusters (e.g., butterfly, blueberry). All items in the Complex condition began
with a stressed syllable. As participants were being prepared for the EEG cap, they were famil-
iarized with the pictures to ensure they used the correct word (e.g., “boy” rather than “child”); to
remind the participant of the target word, any picture in which the participant used the wrong label
was repeated two more times before the ERP experiment began. Pictures were 300 × 300 pix-
els (4.2 × 4.2 inches) and were displayed on an 18-inch monitor with the participant sitting in a
chair approximately 40 inches from the monitor. Participants were instructed to “name the picture
when it appears on the screen.”

Six blocks were presented, with each block containing all 12 Simple and all 12 Complex words
in a random sequence. Hence, 144 individual trials were available for analysis for each participant
(72 Simple, 72 Complex). The experimental task took approximately 12 minutes. Pictures were
on the screen for a jittered interval of 3,250–3,550 msec, then a black screen was presented for
2,000 msec after the picture disappeared. A microphone was positioned 4 inches from the children
to track response time based on the onset of the acoustic signal.

ERP Data Collection

Stimulus presentation was controlled using a recent model Dell PC with E-PRIME
2.0 Professional (PST, Inc.) running Windows XP Service Pack 3. EEG data were collected using
a 128 electrode net with a Net Amps 300 amplifier (EGI, Inc.) connected to an Apple Mac Pro
desktop computer running Mac OS X 10.6.8. Data were sampled at 500 Hz with reference to Cz.
Accurate timing was ensured through routine measurements of visual onset delay as measured by
a photocell. Impedances measured before and after each recording session and were kept below
40 k�.

Stimulus-Locked Data Analysis

Following data acquisition, ERP data were filtered using a bandpass of 0.1 Hz to 30 Hz. Files were
segmented into 700 msec epochs, which included 100 msec before picture onset and 600 msec
after. To ensure only trials with valid responses were included, trials were marked for exclusion if
response time between picture onset and the acoustic response was less than 350 msec or greater
than 1,400 msec post stimulus onset (6% of trials). Additional trials to be discarded from the
analysis had been identified by the ERP lab manager, an analysis specialist who conducted the
experiment, and confirmed by the senior author. These included trials in which the participant
did not name the picture, said something other than the target word, or revised their response.
However, trials in which speech sound errors occurred (e.g., sound distortions, substitutions, or
omissions) were not removed from the analysis; these errors are characteristic of the disorder and
thus were kept in for purposes of ecological validity.

Next, trials containing artifacts (eye movements, eye blinks, and bad channels) were identified
using a semi-automated method. Thresholds for identification of eye blinks and eye movements
were those that exceeded a max-min absolute threshold of 150 µV measured using electrodes
directly above and below the eyes; channels horizontal to the eyes that exceeded a threshold of
100 µV were identified as eye movements. Other channels in the net were marked unusable if
they exceeded a threshold of 200 µV. Channels found to be unusable for more than 40% of the
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392 PRESTON ET AL.

segments were excluded for all segments. Segments were removed if they contained more than
10 unusable channels, eye blinks, or eye movements. On remaining trials, bad channels were
replaced using spherical spline interpolation (Perrin, Pernier, Bertrand, & Echallier, 1989) as rec-
ommended by Picton et al. (2000). All remaining epochs were then re-referenced to the average
reference to remove channel bias (Dien, 1998), and baseline corrected based on the 100 msec
prior to stimulus onset. Finally data were averaged by epoch type (Simple vs. Complex) for each
participant separately.

Subjects providing fewer than 12 good trials per condition were removed from statistical anal-
yses; this criterion resulted in one CAS participant being excluded. The average number of trials
for each group is presented in Table 1. All remaining subjects were screened for excessive noise
using an averaging procedure which flips the polarity of every other trial. The total noise per-
turbation from 0 was measured over the entire epoch and averaged across all channels for each
participant using code written in R by the second author. One subject in the TS group was found
to be an outlier based on a standard normal distribution; this participant was excluded from the
analysis.

ERP averaged data were processed using the ERP PCA Toolkit (Dien, 2010). Data for all
participants were down sampled to 250 Hz to reduce the impacts of noise and temporal correlation
in the data. Next, a principal components analysis (PCA) with promax (oblique) rotation was
run to identify temporal factors of interest; the purpose of the PCA was to identify systematic
variance (without direct reference to group or to stimulus condition). Seven temporal factors
were extracted from the PCA using a scree test (Cattell, 1966). Although PCA temporal factors
are active over the course of the entire ERP average, we used a loading criterion of 0.6 to identify
time windows when the factors were most active (Dien, 2010). We then retained only temporal
factors that accounted for at least 5% of the variance. There were three temporal factors (TFs)

TABLE 1
Descriptive Statistics for Demographic and Behavioral Measures and ERP Responses

TS Group Mean (SD) CAS Group Mean (SD)

Age 12 y 2 mo (23 mo) 12 y 7 mo (28 mo)
EVT-2 Standard Score 110.3 (8.5) 95.5 (18.3)
GFTA-2 Standard Score 101.7 (2.2) 57.9 (15.6)
Number of usable ERP trials (stimulus-locked analysis):

Simple 33.1 (13.0) 30.3 (10.0)
Complex 31.9 (13.6) 30.4 (12.4)

Number of usable ERP trials (stimulus-locked analysis):
Simple 43.2 (8.7) 28.7 (11.8)
Complex 40.8 (7.0) 31.0 (12.5)

Response time (msec)
Simple 675.6 (102.2) 818.7 (80.6)
Complex 679.9 (92.8) 839.1 (75.6)

Note. TS = Typical speech; CAS = Childhood apraxia of speech; ERP = Event-related potentials; EVT-2 =
Expressive Vocabulary Test-2 (Williams, 2007); GFTA-2 = Goldman-Fristoe Test of Articulation-2 (Goldman &
Fristoe, 2000). Note that, in a pilot study of 15 typically speaking adults ages 18–35, the average response time
was 608 msec (SD 58) for simple items and 617 msec (SD 55) for complex items, suggesting that the TS group
of children was approximately 65 msec (or 10%) slower than typically speaking adults.
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NEUROPHYSIOLOGY IN CAS 393

that met these criteria. Two TFs encompassed time windows of theoretical interest (TF2, TF3).
TF1 (accounting for 29% of the variance) encompassed a broad time window from 88–372 msec
post stimulus onset, and included time windows canonically associated primarily with visual
processing, lexical retrieval and the early stages of phonological retrieval. TF1 was not further
explored, although the Supplemental Material lists the outcomes of the statistical comparisons.

The two TFs of theoretical interest identified by the PCA were TF2 and TF3. The temporal
factor with the second highest eigenvalue (TF2) loaded at 484–600 msec post stimulus onset,
encompassing a late time window. This corresponds relatively well to the time window rele-
vant to motor planning and programming. TF2 accounted for 21% of the temporal variance. The
PCA also identified a third temporal factor (TF3) at 372–460 msec post stimulus onset, which
accounted for 17% of the temporal variance. This time window appeared to generally correspond
to a window associated with syllabification and early stages of motor planning as described above.
However, based on visual inspection of the grand average data (see Figure 1), the waveform in
this time window appeared to begin earlier than 372 msec, thus our analysis window was selected
to encompass the entire window of the waveform, which was 300–460 msec post stimulus onset.

Following the temporal PCA, a spatial PCA with infomax rotation was then run on each
temporal factor to identify channels that loaded strongly within each time window. The mean

FIGURE 1 Representative stimulus-locked event-related potential (ERP)
responses in posterior left and right hemispheres to simple and com-
plex words for Typically Speaking (TS) and Childhood Apraxia of
Speech (CAS) groups. Electrode map in bottom left corner shows
selected electrodes (white) used in ANOVA testing the early time win-
dow (300–460 msec); these were chosen based on the third temporal
factor from the principle components analysis. There was a significant
group × hemisphere × condition interaction; this can be seen by a sep-
aration between simple and complex responses in the CAS group in the
right hemisphere during this time window but very little separation for the
TS group (see text).
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394 PRESTON ET AL.

amplitudes from the channels in the first spatial factor were extracted for both left and right
hemispheres and were submitted for statistical analysis for each temporal–spatial factor pairing.
When the spatial PCA identified clusters involving both anterior and posterior electrodes, differ-
ences in polarity preclude averaging across all electrodes. We selected the cluster that included
the most electrodes (posterior electrodes in the case of the early time window, anterior electrodes
in the case of the later time window).

To summarize the stimulus-locked analysis, an early time window (300–460 msec post stimu-
lus onset) and a late time window (484–600 msec post stimulus onset) identified by the temporal
PCA were used for group comparison. These time windows are in line with those described by the
Levelt and Indefrey WPM as later stages of phonological encoding (syllabification) and phonetic
processes of motor planning and programming. Within each time window, a spatial PCA was
run to identify clusters of electrodes with the maximal variance in the time window. The groups
were compared using separate 2 (group: TS, CAS) × 2 (condition: simple, complex) × 2 (hemi-
sphere: left, right) ANOVAs for the regions associated with the early temporal factor and the later
temporal factor.

Response-Locked Analysis

In addition to the aforementioned analysis that was time-locked to the onset of the picture, we also
employed a supplemental response-locked analysis. This analysis examined the 600 msec prior
to the acoustic response at the onset of the word. Procedures were similar to the stimulus-locked
analysis except that the segmention included 700 msec epochs prior to the acoustic response,
including a 100 msec baseline. Six participants in the CAS group and nine in the TS group
provided usable data for this analysis. A temporal–spatial PCA was again conducted using the
response-locked segmentation. First, a temporal PCA with promax rotation was conducted. Three
TFs were identified that had temporal loadings greater than 0.6 and that accounted for at least
5% of the variance. The first temporal factor (with the highest loading, accounting for 47%
of the variance) ranged from –188 msec prior to the acoustic response to 0 msec (the acous-
tic response). This factor was further explored as it was presumed to reflect the processes of
planning/programming movements just prior to the onset of speech. A spatial PCA was run with
infomax rotation to identify electrodes associated with the first spatial factor. Both anterior and
posterior electrodes loaded on this factor; there were more posterior electrodes so these were
averaged and included in the statistical analysis. The groups were compared in this time window
and in these posterior electrodes using a 2 (group: TS, CAS) × 2 (condition: simple, complex)
× 2 (hemisphere: left, right) ANOVA. The remaining two TFs identified by the temporal PCA
were not further explored, although statistical comparisons are presented in the Supplemental
Material.

RESULTS

Descriptive statistics for behavioral and demographic data are presented in Table 1. The groups
did not differ in age (t[19] = .049, p = .63) or EVT-2 scores (t[19] = 2.1, p = .061) but as
expected, they did differ in GFTA-2 scores (t[1, 19], p < .0001).
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NEUROPHYSIOLOGY IN CAS 395

Additionally, with respect to response time (from picture onset to the acoustic response), the
CAS group was significantly slower than the TS group (F[1, 38] = 27.4, p < .0001); there was
no significant main effect for complexity (F[1, 38] = 0.18, p = .67) and no group × complexity
interaction (F[1, 38] = 0.08, p = .78). A 2 × 2 ANOVA confirmed that there was no significant
difference in the number of usable ERP trials between the groups (F[1, 38] = 0.3, p = .58) or
conditions (F[1, 38] = 0.03, p = .86) and no group × condition interaction (F[1, 38] = 0.03,
p = .86) in the stimulus-locked analysis.

Analysis of the Early Stimulus-Locked Temporal Window

Visual inspection of the waveforms revealed patterns similar to those described in other picture
naming studies (e.g., Eulitz et al., 2000), providing confirmation that the task was eliciting the
expected responses. Figure 1 shows selected electrodes from regions identified by the spatial PCA
along with representative waveforms associated with the earlier “planning” time window from
300–460 msec (TF3). As can be seen in the figure, the CAS group shows separation of the simple
and complex conditions in the posterior right hemisphere, whereas no such separation exists
for the TS group in either hemisphere. The results of the ANOVA indicated a significant three-
way interaction of group × hemisphere × complexity (F[1, 19] = 6.65, p = .018, partial η2 =
0.259) in this early time window. The three-way interaction was decomposed by running separate
group × complexity ANOVAs in the left and right hemispheres. There was no significant group
× complexity interaction over the left hemisphere (F[1, 19] = 0.92, p = .348, partial η2 = 0.046)
but there was a significant group × complexity interaction over the right hemisphere (F[1,19] =
4.78, p = .041, partial η2 = 0.201). Thus, the magnitude of the difference between simple and
complex items was greater for the CAS group than for the TS group in the right hemisphere.
When decomposed by group, the CAS group showed a significant complexity × hemisphere
interaction (F[1, 7] = 7.09, p = .032, partial η2 = .503) but the TS group did not (F[1, 12] =
0.44, p = .518, partial η2 = 0.036). Thus, the pattern of response for simple and complex items
was similar across hemispheres for the TS group, but the electrophysiological response for simple
and complex items was not the same across hemispheres for the CAS group. As can be seen in
Figure 1, the difference between simple and complex items over the right hemisphere is larger
for the CAS group than for the TS group (with reduced amplitude over the right hemisphere for
complex items in the CAS group); the left hemisphere waveforms appear similar by group and
by condition.

Analysis of the Late Stimulus-Locked Temporal Window

Figure 2 shows the electrodes selected for analysis with representative waveforms for the later
time window from 484–600 msec (TF2). Mean amplitudes were analyzed from this time window
identified by the PCA. As can be seen in Figure 2, the waveforms diverge for the TS and CAS
groups in this window over the right hemisphere during this late time window. The three-way
interaction of group × hemisphere × complexity was not statistically significant (F[1, 19] =
1.17, p = .293, partial η2 = 0.06). The main effect of complexity was not significant (F[1, 19] =
0.89, p = .357, partial η2 = 0.05) and complexity did not interact with group (F[1, 19] = 0.81,
p = .379, partial η2 = 0.04). However, there was a significant group × hemisphere interaction

D
ow

nl
oa

de
d 

by
 [

] 
at

 1
8:

08
 2

5 
N

ov
em

be
r 

20
14

 



396 PRESTON ET AL.

FIGURE 2 Representative stimulus-locked event-related potential (ERP)
responses in anterior left and right hemispheres to simple and complex
words for Typically Speaking (TS) and Childhood Apraxia of Speech
(CAS) groups. Electrode map in top left shows selected electrodes (white)
used in ANOVA testing the later time window (484–600 msec); these were
chosen based on the second temporal factor from the principle compo-
nents analysis. There was a significant group × hemisphere interaction in
this late time window, which is depicted by the separation of responses
between the groups in the right hemisphere but not in the left (see text).
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NEUROPHYSIOLOGY IN CAS 397

(F[1, 19] = 6.80, p = 0.017, partial η2 = 0.26) indicating that, in this later time window, the
groups engaged the left and right hemispheres differently. There was a significant complexity ×
hemisphere interaction (F[1, 19] = 4.79, p = .041], partial η2 = 0.20) suggesting that complexity
was processed differently over the two hemispheres. As can be seen in Figure 2, the TS and CAS
groups show similar patterns over the left hemisphere during this late time window, but the two
groups’ waveforms diverge over the right hemisphere for both simple and complex words.

Response-Locked Analysis

Because the response times differed between the groups, we sought to confirm that this late time-
window was truly reflecting similar planning/programming processes for both groups. Thus, an
additional analysis was undertaken by using the acoustic response as an estimate of the onset of
movement. We therefore analyzed the first TF identified by the PCA at –188 to 0 msec prior to
the acoustic response.

Figure 2 shows waveforms from the same right hemisphere electrode identified by the sec-
ond TF in the stimulus-locked analysis (Panel B) as well as in the response-locked analysis
(Panel C). This is presented to visually compare the same electrode under both the stimulus-
locked and response-locked analysis methods. It can be seen that a relatively similar pattern
emerges (revealing group differences), enhancing our confidence that the late temporal window
in the stimulus-locked condition reflects a waveform associated with pre-movement potentials.

Figure 3 depicts waveforms from a left and right hemisphere electrode identified by the spatial
PAC. A slow negative wave is evident immediately prior to the acoustic response, with clear
group distinctions in the –188 to 0 msec time window identified by the first temporal factor in
the response-locked PCA. As can be seen from Figure 3, this response-locked analysis reveals a
pattern of group differences (regardless of condition). The mean amplitudes from the response-
locked waveform from –188 to 0 msec in all posterior electrodes identified by the spatial PCA
were submitted to a 2 (group) × 2 (complexity) × 2 (hemisphere) ANOVA. Results indicated no
significant interactions: no significant three-way interaction (F[1, 13] = 2.43, p = .143, partial
η2 = 0.158), no significant complexity × group interaction (F[1, 13] = .495, p = .494, partial
η2 = 0 .037), no significant group × hemisphere interaction (F[1, 13] = 0.198, p = .664, partial
η2 = 0.015), and no significant hemisphere x complexity interaction (F[1, 13] = 0.860, p = .371,
partial η2 = 0.062). Additionally, there was no significant main effect of hemisphere (F[1, 13] =
1.02, p = .330, partial η2 = 0.073), or complexity (F[1, 13] = 3.03, p = .105, partial η2 = 0.189).
However, there was a significant main effect of group (F[1,13] = 11.94, p = .004, partial η2 =
0.479), suggesting the amplitude of response prior to the onset of movement was different for the
CAS and TS groups.

DISCUSSION

The aim of this study was to identify specific neural characteristics associated with speech
planning and programming differences in CAS. Because of the novel nature of the study, a
combination of data-driven analysis (PCA) and theoretically motivated selection of time win-
dows was used to identify the components of interest. The PCA identified temporal windows that
correspond reasonably well with those defined by Levelt and Indefrey’s WPM of the processes
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398 PRESTON ET AL.

FIGURE 3 Representative response-locked event-related potential (ERP)
responses in posterior left and right hemispheres to simple and complex
words for Typically Speaking (TS) and Childhood Apraxia of Speech
(CAS) groups. Electrode map in bottom left shows selected electrodes
(white) used in ANOVA testing the time window –188 to 0 msec prior to
the acoustic response; these were chosen based on the first temporal fac-
tor from the principle components analysis. There was a significant main
effect of group and no significant interactions in these electrodes (see text).

involved during picture naming. The ERP responses observed in these time windows provide the
first confirmation of the hypothesis that neurophysiological differences might exist in time win-
dows associated with phonological and phonetic processing of complex words in children with
CAS. The results provide a neurophysiological complement to prior behavioral studies which
have used speech output to make inferences about disrupted processes that occur prior to speech
output (Maas & Mailend, 2012; Maas, Robin, Wright, & Ballard, 2008; Maassen et al., 2001;
Nijland & Maassen, 2003; Shriberg et al., 2012).

Response times observed here are generally similar to those observed in prior studies. The TS
group mean response times were as expected for this type of task (i.e., approximately 675 msec),
although they were approximately 10% slower than adults on this same task (see Table 1 foot-
notes). Given the presumed impairments in motor planning and programming, slower response
times for the CAS group are not unexpected. The lack of complexity effect as measured by
response times is in line with prior research indicating that longer/more complex words are not
necessarily named slower than simpler items when items are presented in a randomized fashion,
as they were here (see Meyer et al., 2003).

The group-by-complexity interaction over the right hemisphere in the early time window
(300–460 msec post picture onset) is in line with clinical observations that differences arise
in the generation of longer word forms in children with CAS, as they typically show signifi-
cantly greater difficulty producing complex words (e.g., butterfly) than simple words (e.g., bone)
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NEUROPHYSIOLOGY IN CAS 399

(e.g., Peter et al., 2013). Neurophysiologically, the difference with processing complex words
was associated in this study with reductions in amplitude of activity over the right hemisphere
for complex words (relative to simple words) in the CAS group. There was no complexity effect
for the TS group over either hemisphere but complex words were processed differently across
hemispheres for the CAS group. The observed differences may reflect a reduction in neural activ-
ity during the generation of complex phonological word forms. One possible psycholinguistic
explanation is that the complex multisyllabic utterances require the imposition of lexical stress,
which is known to differ in children with CAS (Ballard, Djaja, Arciuli, James, & van Doorn,
2012; Ballard, Robin, McCabe, & McDonald, 2010; Shriberg et al., 2003). Alternatively, it may
be the challenge of planning complex sequences of sounds and syllables that underlies this dif-
ference during the planning window (Peter et al., 2013). It should also be noted that, based on
the WPM, the time window encompasses both late stages of phonological retrieval as well as
syllabification; because there is only one single, slow wave in the ERP signal at this time point,
the paradigm used here may not be able to fully distinguish between retrieval and syllabification
(which, as noted above, may temporally overlap). Thus a phonological component to CAS may
exist, particularly as it relates to constructing complex phonological word forms.

The differences in the later time window were also evident only over the right hemisphere.
These group differences were not dependent on complexity but provided evidence that children
with CAS have detectably different electrophysiological activity over the right hemisphere in the
later stages of speech preparation. If this indeed reflects phonetic stages of motor planning or
programming, the implication may be that children with CAS are recruiting different neuronal
populations to control the articulators for speech production. In the response-locked analysis,
a large number of posterior electrodes were identified and the group difference was observed
regardless of hemisphere. Thus, the magnitude of group differences may vary somewhat depend-
ing on the nature of the analysis (stimulus-locked or response-locked) or the location of the
recordings across the scalp, but the differences between groups are detectable at the group level
even with relatively small samples. Because group differences were observed using both data
analytic methods, this enhances the reliability of the findings of group differences just prior to
speech production.

Although the study could be viewed as primarily descriptive (i.e., confirming that neurobi-
ological differences exist in preparing for speech), the identification of objective, brain-based
measures associated with phonological processes (word complexity) and phonetic processes
(issuing commands prior to speech onset) now offers guidance for studies comparing neurophys-
iological responses in CAS and other subtypes of speech and language disorders. For example,
children with residual articulation errors who do not have symptoms of CAS would not be
expected to differ from children with TS in this type of ERP paradigm. With further refinement
of the paradigm, it is possible that an ERP task such as the one described here could eventually
serve as an objective, theoretically motivated measure for differential diagnosis of CAS versus
other subtypes of speech sound disorders.

CAVEATS AND LIMITATIONS

As is the case for most studies of low-incidence populations such as CAS, the sample size is
limited. The significant interactions observed here are therefore likely to be robust statistical
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400 PRESTON ET AL.

effects. Future studies should explore modifications to the existing paradigm that could enhance
the effect further to be sufficiently reliable at both the group level and the individual level. For
example, the complex words included here all began with a stressed syllable, but words beginning
with weak–strong stress patterns (e.g., computer) may be more challenging for children to learn
(Ballard et al., 2012). The magnitude of the complexity effect might therefore be enhanced by
including items that begin with weak–strong stress patterns. Additional manipulations could be
explored to further stress the speech production system and to enhance the group distinction (e.g.,
eliciting only 3–4 syllable words in the complex condition). Finally, the diagnostic utility of this
paradigm could be explored, as modifications to the paradigm may help to reveal differences
between children with CAS and other subtypes of developmental speech and language disorders.

At present, the regions responsible for group differences in syllabification, planning, and pro-
gramming remain speculative. However, the updated WPM model laid out by Indefrey (2011)
may provide some insight related to the regions involved in specific processes. For example,
the translation from linguistic to motor representations may involve communications between
posterior superior temporal regions and inferior frontal regions, which may rely on the arcu-
ate fasciculus. Later stages of motor programming involve a number of cortical and subcortical
regions including supplementary motor area, inferior frontal/precentral regions, and cerebellum.
However, other neurobiological accounts of speech production may also be relevant to the present
investigation. For example, the DIVA model has been used to characterize CAS as a disorder
with reduced feed-forward control and increased reliance on feedback mechanisms (Terband &
Maassen, 2010; Terband, Maassen, Guenther, & Brumberg, 2009). The DIVA model presently
does not specify the precise time-course of events in a manner similar to the WPM, making it
difficult to compare predictions of the two models directly. Moreover, the differential reliance
on feed-forward and feedback mechanisms in CAS could have implications for differential pro-
cessing in the left and right hemispheres (Tourville & Guenther, 2011). However, it should be
acknowledged that EEG data are recorded at the scalp and do not necessarily reflect neural activity
directly below the electrodes. Whereas work by Liégeois et al. (2003) observed reduced activation
for family members with CAS compared to controls in the left inferior frontal gyrus, the primary
differences observed in our study were over the right hemisphere. The present results are not
necessarily incompatible with these results as the actual sources of the ERP signals are unclear.
Future research could pair ERP data with technologies such as functional MRI to understand how
spatially sensitive hemodynamic data might inform (and be informed by) the temporally sensi-
tive ERP data. Moreover, follow-up work that uses dipole modeling (e.g., LORETA) could also
be utilized; however, due to the lack of photogrammetry data and small sample size this was not
utilized here.

SUMMARY AND CONCLUSIONS

This study adds to our understanding of CAS in several important ways. The data provide evi-
dence of disrupted neurobiological responses in CAS during a speech production task. The study
also reveals that the observed differences in CAS are a function of both task (i.e., the complexity
of the items to be planned) and hemisphere (with reduced amplitudes over the right hemisphere
but not the left). Finally, differences were observed in the time windows associated with both
phonological processes (assembly of sound sequences and/or imposition of stress, which was
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NEUROPHYSIOLOGY IN CAS 401

associated with complexity of the word) and phonetic processes (generating a motor plan and/or
transmission of motor commands). The evidence of differences in the brain’s response during
speech preparation sets the foundation for further pursuit of theoretically driven research on
neurophysiological markers of subtypes of speech impairment during speech production tasks.
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APPENDIX
STIMULUS ITEMS

Simple items were CV or CVC, and complex items were at least two syllables and were allowed
to contain consonant clusters. Each item was presented six times.

Simple Complex

Boy Basketball
Bee Blueberry
Book Band-Aid
Bone Blanket
Bat Battery
Bow Butterfly
Dot Dandelion
Dime Dentist
D W
Dog Diamond
Duck Donuts
Doll Dinosaur
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