
Cognition 131 (2014) 373–403
Contents lists available at ScienceDirect

Cognition

journal homepage: www.elsevier .com/locate /COGNIT
Low working memory capacity is only spuriously related
to poor reading comprehension
http://dx.doi.org/10.1016/j.cognition.2014.01.007
0010-0277/� 2014 Elsevier B.V. All rights reserved.

⇑ Corresponding author. Address: Haskins Laboratories, 300 George
Street, New Haven, CT 06511, United States. Tel.: +1 203 865 6163.

E-mail address: jvandyke@haskins.yale.edu (J.A. Van Dyke).
Julie A. Van Dyke a,⇑, Clinton L. Johns a, Anuenue Kukona b

a Haskins Laboratories, United States
b School of Psychology, University of Dundee, UK
a r t i c l e i n f o

Article history:
Received 25 December 2012
Revised 25 October 2013
Accepted 27 January 2014

Keywords:
Interference
Individual differences
Comprehension
Working memory
Vocabulary
Corsi blocks
a b s t r a c t

Accounts of comprehension failure, whether in the case of readers with poor skill or when
syntactic complexity is high, have overwhelmingly implicated working memory capacity
as the key causal factor. However, extant research suggests that this position is not well
supported by evidence on the span of active memory during online sentence processing,
nor is it well motivated by models that make explicit claims about the memory mecha-
nisms that support language processing. The current study suggests that sensitivity to
interference from similar items in memory may provide a better explanation of compre-
hension failure. Through administration of a comprehensive skill battery, we found that
the previously observed association of working memory with comprehension is likely
due to the collinearity of working memory with many other reading-related skills, espe-
cially IQ. In analyses which removed variance shared with IQ, we found that receptive
vocabulary knowledge was the only significant predictor of comprehension performance
in our task out of a battery of 24 skill measures. In addition, receptive vocabulary and
non-verbal memory for serial order—but not simple verbal memory or working mem-
ory—were the only predictors of reading times in the region where interference had its pri-
mary affect. We interpret these results in light of a model that emphasizes retrieval
interference and the quality of lexical representations as key determinants of successful
comprehension.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

The centrality of memory operations to language com-
prehension has long been recognized: it was 50 years
ago, for example, that Miller and Chomsky (1963, chap.
13) proposed that there is an endogenous upper bound
on the number of noun phrases that can be manipulated
in memory during sentence processing. This theoretical
perspective – that capacity constrains language compre-
hension – was reinforced by the subsequent development
of Alan Baddeley’s model of working memory (e.g.,
Baddeley & Hitch, 1974; Baddeley (1986, 2000); Repovš &
Baddeley, 2006), in which a single, finite pool of processing
resources supports both storage and computation. Given
the pervasive influence of Baddeley’s model, it is unsur-
prising that most theories of comprehension skill incorpo-
rate working memory capacity, often in a central way (e.g.,
Engle, Cantor, & Carullo, 1992; Gibson, 1998; Just &
Carpenter, 1992; see Long, Johns, & Morris, 2006, for a re-
view). According to these accounts, humans possess a lim-
ited supply of neural ‘‘resources’’ with which to support
cognitive operations during sentence processing. As the
computational demands of ongoing comprehension
increase, the resources available to keep items active in
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working memory decrease; conversely, as memory de-
mands increase, there will be fewer resources available
for comprehension processes. Exceeding available re-
sources results in either loss of information from working
memory, impaired processing (e.g., syntactic parsing,
semantic integration, etc.), or both. The classic demonstra-
tion of this is the contrast between subject- and object-ex-
tracted relative clauses (RCs), in which the latter are more
difficult to process than the former; the reason for this dif-
ficulty is thought to derive from the need to actively main-
tain the initial noun phrase (e.g., The banker) in object RCs
while processing the embedded clause, after which it can
be integrated with its verb phrase (e.g., climbed).

(1a) OBJECT RC: The banker that the barber praised
climbed the mountain.

(1b) SUBJECT RC: The banker that praised the barber
climbed the mountain.

On this account, individual differences in sentence com-
prehension arise because of intrinsic differences in the
total capacity of the resource pool: individuals with smal-
ler total capacity will show impaired comprehension
relative to high capacity individuals, especially with com-
plex sentences that require additional computations.
Numerous studies have demonstrated the crucial interac-
tion of memory capacity and sentence difficulty: when
compared to their high capacity peers, low capacity partic-
ipants appear to have greater difficulty not only with
object RCs (compared to subject RCs), but also with a host
of other complex constructions (e.g., Just & Carpenter,
1992; King & Just, 1991; Long & Prat, 2008; MacDonald,
Just, & Carpenter, 1992; Nieuwland & Van Berkum, 2006;
Traxler, Williams, Blozis, & Morris, 2005).

Despite the prevalence of the idea that a capacity-based
memory architecture supports language processing, there
is now a broad base of empirical evidence indicating that
the amount of information that can be actively maintained
in memory during sentence processing is very limited—
even for skilled readers. Based on the premise that ele-
ments that are maintained in active memory should be ac-
cessed more quickly than those passively stored in LTM, a
number of studies have utilized precise measures of retrie-
val speed to determine the size of available, active memory
(see McElree, 2006, for a review). For example, in list-
learning paradigms, the consistent result is that a speed
advantage is only observed for the most recently studied
item (McElree, 1996, 1998, 2001, 2006; McElree & Dosher,
1989, 1993; Wickelgren, Corbett, & Dosher, 1980; Öztekin
& McElree, 2007). Similarly, in studies of sentence process-
ing, the consistent result is that only the most recently pro-
cessed linguistic constituent exhibits increased
accessibility (McElree, 2000; McElree, Foraker, & Dyer,
2003; Wagers & McElree, 2009). This presents a strong
challenge to the capacity view, in which multiple proposi-
tions, syntactic structures, or entire interpretations are
thought to enjoy increased accessibility by virtue of being
actively maintained in working memory.

In addition, there are important theoretical reasons for
believing that an emphasis on capacity does not optimally
characterize the constraints that the memory system
places on language comprehension. Capacity is thought
to matter because information that is not maintained is
lost—pushed out of active memory by the demands of
other processing, and lost because the consequent inatten-
tion results in decay (Gibson, 1998, 2000; Just & Carpenter,
1992). However, this approach is problematic in light of
extensive research in the memory domain suggesting that
interference, and not decay, is the primary source of forget-
ting (e.g., Underwood & Keppel, 1962; Waugh & Norman,
1965; see Berman, Jonides, & Lewis, 2009, for a more recent
assessment). Interference arises when retrieval cues are
insufficient to uniquely identify a target item; in such
cases, cues are said to be ‘‘overloaded,’’ and distracting
items, which share some features with the intended target,
are erroneously retrieved instead (e.g., Nairne, 2002;
Watkins & Watkins, 1975; Öztekin & McElree, 2007).
Although interference effects were originally investigated
in the memory domain, there is now a substantial body
of evidence demonstrating interference effects in language
comprehension (see Van Dyke & Johns, 2012, for a review).
For example, in sentence processing, Van Dyke (2007)
observed interference effects from a semantically similar
distractor (e.g., neighbor) when the animate NP (resident)
must be retrieved as the VP complained is parsed (e.g.,
(2b), as compared with (2a), where the potential distractor
warehouse is not animate). This occurs despite the pres-
ence of syntactic cues that could eliminate the distractor
as a potential subject of complained.

(2a) The resident who was living near the dangerous
warehouse complained about the noise.

(2b) The resident who was living near the dangerous
neighbor complained about the noise.

(2c) The resident who declared that the warehouse was
dangerous complained about the noise.

(2d) The resident complained about the noise.

Distractors based on the match of syntactic cues alone
also produce interference (Van Dyke & Lewis, 2003); thus,
(2c) is also more difficult than (2a), because the interven-
ing subject NP warehouse matches the syntactic retrieval
cues from complained, which requires a subject NP to com-
plete the long distance dependency. This finding contrasts
sharply with the capacity-based view that complex sen-
tences of this sort are difficult because they consume
WM resources. That is, contra the capacity-based account,
sentence (2c) is more difficult than (2a) despite having the
same amount of intervening material (i.e., identical mem-
ory demands) between the dependent subject and verb
(resident-complained). Further, sentence (2a), which con-
tains neither a syntactic nor a semantic distractor for the
subject of complained, was found to be no more difficult
than sentence (2d), which contains no intervening material
at all (Van Dyke & Lewis, 2003).

In addition to interference from semantic and syntactic
cue overload, interference as a result of referential cues has
also been observed. Gordon and colleagues (Gordon,
Hendrick, & Johnson, 2001, 2004; Gordon, Hendrick,
Johnson, & Lee, 2006) found that sentences whose nouns
were of the same referential type (e.g., both descriptive
nouns, as in (3a), underlined) were more difficult than
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those with nouns of mixed type (as in (3b), which includes
a proper noun, and (3c), which includes an indexical pro-
noun), despite having both identical syntactic structure
and identical memory demands between the banker-
climbed dependency.

(3a) The banker that the barber praised climbed the
mountain.

(3b) The banker that John praised climbed the mountain.
(3c) The banker that you praised climbed the mountain.

The interference effect elicited by the similarity of NP
types is highly robust, appearing as decreased accuracy
on comprehension questions, slower self-paced reading
times at both the main verb (e.g., climbed in (3a–c)) and
the immediately preceding word or region, and longer
latencies on both early (gaze duration, right-bounded read-
ing time) and late (rereading time) eye tracking measures
in the same critical areas. Notably, this disadvantage is
not predicted by capacity-based accounts, because the
number of referents, number of propositions, number of
syntactic relations, and all other possible units typically
used to index memory load are constant across conditions.

Together, these findings suggest that emphasis should
shift away from questions about the quantity of informa-
tion that can be maintained in memory during comprehen-
sion, and refocused to investigate how the specific content
of the information in memory affects retrievals that must
occur when computing linguistic relationships. The current
research follows a series of recent studies that used a
dual-task paradigm to directly manipulate the contents
of memory during sentence processing. Participants in
these studies memorized a short list of words (usually
three items) immediately prior to reading a sentence; after
the sentence, they answered a comprehension question
about sentence content, and then recalled the words from
the memory list. This experimental paradigm is interesting
not just because it affords control over the contents of
memory, but also because it supports an examination of
whether the mechanisms utilized for remembering a list
of words are the same as those used for language process-
ing. If language and memory processes draw on the same
pool of resources, then interactions between either the size
or the contents of memory and the sentence reading task
are expected. If, on the other hand, language processes
have access to a separate domain-specific memory re-
source (as proposed by Caplan and Waters (1999)), then
no interaction between measures of reading behavior and
the contents of memory are expected. A number of
researchers have reported the predicted interaction (e.g.,
Fedorenko, Gibson, & Rohde, 2006; Gordon, Hendrick, &
Levine, 2002; Van Dyke & McElree, 2006), lending support
to the former position. For example, Gordon and colleagues
(2002; see also Fedorenko et al., 2006) found that memo-
rizing a short word list impaired processing of sentences
containing object-relative clauses relative to those with
subject-relative clauses; however, the effect depended on
the semantic content of the list items. When the type of list
item (e.g., names, Joel–Greg–Andy; or descriptions, poet–
cartoonist–voter) differed from the type of NP in the subse-
quent sentence (e.g., names: It was Tony that liked Joey
before the argument began; or descriptions: It was the dan-
cer that the fireman liked before the argument began), accu-
racy improved. These results demonstrate that it is not
simply the presence of the memory load that affects pro-
cessing, but the specific content of the memory list vis-à-
vis the sentence itself. However, these studies did not iden-
tify the locus of the interference effect, which could have
resulted from either encoding or retrieval operations.

Using a slightly different dual-task paradigm, Van Dyke
and McElree (2006) demonstrated that the influence of the
memory load was specific to the retrieval operation that
was required to resolve the linguistic dependency in the
reading task. They asked participants to memorize a word
list (e.g., table–sink–truck) prior to reading sentences such
as (4a) and (4b).

(4a) It was the boat that the guy who lived by the sea
sailed in two sunny days.

(4b) It was the boat that the guy who lived by the sea
fixed in two sunny days.

The ‘‘Memory Load’’ conditions were contrasted with
‘‘No Load’’ conditions in which participants read the sen-
tences without first memorizing a word list. The critical
manipulation was the relation between the matrix verb
in the sentence (e.g., fixed or sailed) and the memory list
items. Interference was expected when features of the list
items matched the semantic demands of the verb looking
to retrieve its direct object. As predicted, longer reading
times were observed at the matrix verb when memory
items could serve as objects of the verb relative to when
they could not: that is, (4b), in which table, sink, truck,
and boat are all potentially ‘‘fixable’’ objects is more diffi-
cult than (4a), in which the only ‘‘sail-able’’ object is boat.
Moreover, this reading time difference was not present in
either ‘‘No Load’’ condition (identical to (4a) and (4b), but
without the word list), demonstrating that the difference
could be solely attributed to the presence of the memory
words, and their match to the retrieval cues of the sen-
tences’ main verbs.
2. Overview of current study

The present study seeks to replicate and extend this re-
search by examining individual differences in susceptibility
to retrieval interference in a traditionally understudied
population. Although previous studies of comprehension
difficulty have mainly utilized the college ‘‘subject-pool’’
population, we recruited a community-based sample of
non-college-bound adolescents (ages 16–24), a population
that the National Center for Education Statistics in the US
estimated as including approximately 39% of high school
seniors in 2004, the most recently studied cohort (Ingels,
Dalton, & LoGerfo, 2008). Based on previous experience
with this population, we expected large skill differences
(Braze, Tabor, Shankweiler, & Mencl, 2007; Braze et al.,
2011; Magnuson et al., 2011; Shankweiler et al., 2008;
Kuperman and Van Dyke (2011)). For example, mean read-
ing skill for the sample in Kuperman and Van Dyke (2011)
was at the 10th grade level, and ranged from 4th grade to
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college level (SD = 3.1). The fact that the current sample is
age-matched to the college subject-pool population per-
mits comparisons with our previously published work
demonstrating retrieval interference. Extending our re-
search to the community-based sample is important be-
cause it affords an investigation of comprehension
difficulty in a sample that is more representative of the
population at large.

In order to thoroughly characterize the individual cog-
nitive abilities of our sample, we administered an exten-
sive battery of cognitive measures, including working
memory capacity. This, combined with the dual-task para-
digm used in Van Dyke and McElree (2006), allowed us to
contrast the predictions of both capacity-based and inter-
ference-based accounts of individual differences in sen-
tence comprehension. Because only the main verb differs
across conditions, the sentences contain the same gram-
matical structure, thus controlling the computational de-
mands of sentence parsing. Because the size of the
memory load is constant within condition (either three
items or zero items), the amount of information to be
maintained is also constant and controlled. Accordingly,
capacity-based accounts suggest that we should observe
a main effect of the memory load, such that reading times
will be slowed at the main verb because limited resources
are being diverted to support active maintenance of the
memory items. Further, this effect should vary according
to differences in individual working memory capacity, with
greater performance decrements in lower capacity readers.
Critically, capacity-based accounts do not predict individ-
ual processing or comprehension differences on the basis
of the match between the content of the memory lists
and the semantics of the sentential verbs, because this fac-
tor affects neither the computational nor the storage/main-
tenance demands of the stimuli.

In contrast, a retrieval interference account makes very
different predictions. As in Van Dyke and McElree (2006),
we expect an interaction such that the memory load will
impair processing only when the memory load items are
semantic distractors for the object of the sentential verbs’
retrieval cues (e.g., when the verb is fixed, as in (4b)).
Thus, performance is not expected to vary as a function
of working memory capacity per se. Rather, it is the con-
tents of memory, and their relationship to the retrieval
cues that will determine participants’ ability to interpret
the sentence. The presence of similar items creates retrie-
val interference because the shared features reduce the
distinctiveness of the target (perhaps via a process of fea-
ture overwriting, as proposed by Nairne (1990); and
Oberauer and Kliegl (2006)) so that fewer aspects of the
target’s feature structure can serve as unambiguous re-
trieval cues. Hence, the probability of retrieving a similar,
but incorrect, item is increased. In addition, the efficiency
of retrieval is further reduced when the quality of the tar-
get memory representation is reduced, making it more
difficult to retrieve. A variety of factors may affect repre-
sentation quality, including improper initial encoding,
which may arise due to a range of linguistic or cognitive
deficits, which may be present in low skill readers (i.e.,
poor phonological skills, word knowledge, or insufficient
attention). Our comprehensive individual differences bat-
tery will enable us to identify which of these deficits is
the greatest determinant of susceptibility to interference
in poor readers. Thus, through emphasizing the crucial
role of representation quality, which reflects the contents
of memory rather than the capacity of memory, the retrie-
val interference approach affords an alternative means for
understanding the mechanism through which poor com-
prehension arises.
3. Method

3.1. Participants

The participants were 65 young people (ages 16–24)
who were paid $15/h. We recruited participants from the
local community in a number of ways, including presenta-
tions at adult education centers; advertisements in local
newspapers; posters/flyers placed on adult school and
community college campuses, public transportation hubs,
local retail and laundry facilities; and from referrals from
past and current study participants. All were native English
speakers, and none had a diagnosed reading or learning
disability. Testing took place in two sessions, each on a
separate day. The first session lasted no longer than three
hours, including several breaks, and the second (which in-
cluded the experiment) lasted no longer than two hours,
including breaks.
3.2. Materials

3.2.1. Sentences
Varying the factors of Memory Load and Interference

(2 � 2 design) resulted in four experimental conditions.
Materials were the 36 experimental object-cleft sentences
used in Van Dyke and McElree (2006). There were two ver-
sions of each sentence, differing only by a single word (the
main verb; see Table 1). Memory load was manipulated
such that participants either did or did not have a list of
three words to maintain in memory while they read the
sentences. When the memory list was present, the verb
manipulation created an interference condition, such that
the words in the memory list either were or were not plau-
sible direct objects for the manipulated verb. (For details
about the norming procedure used to assess verb-object
plausibility see Van Dyke and McElree (2006).) All sen-
tences were followed by a forced choice ‘‘yes/no’’ compre-
hension question about sentence content.

In addition, participants also saw 144 filler sentences,
also from Van Dyke and McElree (2006). Of these, 36 were
subject cleft sentences and 108 were non-cleft sentences
with right-branching structure. Half of the filler items were
accompanied by a three-word memory list. In contrast to
the experimental items, no words in these lists were re-
lated to the main verbs in the filler sentences. All filler
items were followed by a ‘‘yes/no’’ comprehension ques-
tion, in which responses were evenly split between the
two answers.



Table 1
Sample experimental items. The main verb in the critical region is underlined, but was presented normally to participants.

Conditions Memory list Sentence (interference manipulation underlined) Comprehension question

Non-interfering/Load table–sink–
truck

It was the boat/that the guy/who lived/by the sea/sailed/in two sunny
days.

Did the guy live by the sea?

Interfering/Load table–sink–
truck

It was the boat/that the guy/who lived/by the sea/fixed/in two sunny
days.

Did the guy live by the sea?

Non-interfering/No
Load

– It was the boat/that the guy/who lived/by the sea/sailed/in two sunny
days.

Did the guy live by the sea?

Interfering/No Load – It was the boat/that the guy/who lived/by the sea/fixed/in two sunny
days.

Did the guy live by the sea?
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3.2.2. Tests of individual cognitive abilities
We administered a battery of 24 tests that measured

print mapping, reading skill, oral language use, memory,
and intelligence. Wherever possible, we chose standard-
ized instruments that are well established through
large-scale psychometric studies as having high construct
validity and test–retest reliability, and are often widely
used for clinical assessment and diagnosis. Standardized
assessments for four skills (working memory, visual mem-
ory, print experience, and spelling) were not available;
however, we employed instruments for assessing these
that have been widely used in the literature, and character-
istic citations for each of these are given below. Testing
was distributed across both sessions. Battery data from
15 participants were incomplete: 14 were missing a single
test, and one participant was missing two tests. We note
these below where applicable. Data from participants with
incomplete measures are included in all mixed-effects
analyses when possible. Exclusions for specific analyses
are noted below where they occurred. Tests included:

� Comprehensive Test of Phonological Processing core sub-
tests (CTOPP; Wagner, Torgesen, & Rashotte, 1999),
which provided composite measures of (1) phonological
awareness (subtests: elision, blending words), (2) pho-
nological memory (subtests: memory for digits, non-
word repetition), and (3) rapid naming (subtests:
rapid digit naming, rapid letter naming). We also
administered the rapid color-naming subtest, which is
not included in the rapid naming composite. Two par-
ticipants were missing rapid naming tests due to exper-
imenter error.
� Weschler Abbreviated Scale of Intelligence (WASI;

Psychological Corp., 1999) was used to calculate
full-scale IQ scores. These scores were derived from
the vocabulary and matrix reasoning subtests.
� Woodcock–Johnson-III Tests of Achievement, reading and

oral comprehension area subtests (WJ-III; Woodcock,
McGrew, & Mather, 2001) including (1) word attack
(reading a list of pseudowords aloud), (2) word identifi-
cation (naming words from a list), (3) reading fluency
(speed of reading sentences and answering yes/no
questions about each), (4) passage comprehension
(orally providing words missing from printed sen-
tences/paragraphs), and (5) oral comprehension (orally
providing words missing from auditory sentences). Two
participants were missing scores from the passage com-
prehension subtest due to experimenter error.
� Test of Word Reading Efficiency (TOWRE; Torgesen,
Wagner, & Rashotte, 1999), including the (1) sight word
efficiency and (2) phonemic decoding efficiency
subtests.
� Multiple tests of reading/listening comprehension,

including the Gray Oral Reading Test, fourth edition
(GORT, passages 5, 7, and 9; Wiederholt & Bryant,
2001); the Stanford Diagnostic Reading Test, fourth edi-
tion (SDRT, subtest 7: fast reading; Karlson & Gardner,
1995), the Gates–MacGinitie Reading Tests, fourth edition
(GMRT; MacGinitie, MacGinitie, Maria, & Dreyer, 2000);
and the Peabody Individual Achievement Test-Revised
(PIAT-R; Markwardt, 1998; only odd numbered items
were administered to assess reading comprehension;
even numbered items were recorded and presented
aurally in order to assess listening comprehension, as
in Spring and French (1990)). Nine participants were
missing scores on the Gates–MacGinitie due to a com-
paratively late adoption of this test into our testing
protocol.
� We additionally used the following measures to assess

various related abilities: receptive vocabulary skill was
assessed by the Peabody Picture Vocabulary Test-Revised
(PPVT-R; Dunn & Dunn, 1997); verbal working memory
was assessed by an auditory version of the Daneman and
Carpenter (1980) Sentence Span task; print exposure
was assessed by magazine and author checklists based
on Cunningham and Stanovich (1990); and spelling abil-
ity was assessed using items from the experimental
spelling tests in Shankweiler, Lundquist, Dreyer, and
Dickinson (1996). Finally, memory for serial order was
assessed by a non-verbal task (Corsi Block-tapping;
Berch, Krikorian, & Huha, 1998; Corkin, 1974) in which
participants had to reproduce increasingly long visuo-
spatial patterns by tapping on an irregular arrangement
of 9 circles displayed on a touch-sensitive computer
screen. The patterns occur in blocks of five at each of
the lengths from three through ten. The participant’s
score is the longest sequence that he or she can success-
fully reproduce three out of five times. Two participants
were missing data from the Corsi Block-tapping task due
to equipment failure; one participant was missing data
from the spelling test due to experimenter error.

3.3. Procedure

We created four counterbalanced lists, within which
each experimental item occurred only once, and across
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which each experimental item occurred in all conditions.
All stimuli were presented using the E-Prime experimental
package (Schneider, Eschman, & Zuccolotto, 2002). For
each item, participants viewed two separate screens. In
the Memory Load conditions, participants viewed a screen
containing a three-word memory list prior to sentence
reading. This screen appeared for 3 s, during which partic-
ipants were instructed to read the words aloud and to
maintain them in memory. The memory words appeared
simultaneously, centered on a single line and separated
by dashes (e.g., table ——— sink ——— truck). In the No Load
conditions, participants viewed a screen containing the
words ‘‘No Memory Load’’ for 3 s prior to sentence reading.
Following the 3 s memory load screen, participants read
sentence items in a self-paced reading paradigm. Partici-
pants read by pressing a button that revealed the sen-
tences phrase by phrase, according to the demarcation
scheme shown in Table 1. Pressing the button to reveal
the next phrase caused the current phrase to revert to a
series of dashes.

After reading the final phrase, participants answered a
comprehension question, indicating ‘‘yes’’ or ‘‘no’’ by using
the ‘‘1’’ and ‘‘3’’ on the keyboard number pad, respectively.
In the Memory Load conditions, participants were then
prompted to type the three-word lists into the computer
via the keyboard. They were asked to type each word in
its correct position, and to leave blank any position corre-
sponding to a word they did not recall. If participants could
not recall the serial order of the three words, they were al-
lowed to type them in any order. The next trial began
immediately after the recall task. In the No Load condi-
tions, the next trial began immediately after answering
the comprehension question.

3.4. Data analysis

We used mixed-effect modeling (Baayen, 2004, 2008;
Baayen, Davidson, & Bates, 2006) to analyze the data. Anal-
yses of recall and comprehension accuracy used mixed ef-
fects models with a logit link function, because these are
binomial outcomes (Jaeger, 2008). This method eliminates
the need for separate analyses of random effect variables
(i.e., separate ANOVAs testing subjects (F1) and items (F2)
in order to derive FMIN) by accounting for their potential
interaction, and is robust in the face of missing data. Partic-
ularly important for the current study, these models do not
require that continuous variables (such as working mem-
ory capacity, reading skill, or any of the individual differ-
ences variables included here) be artificially categorized.
In addition, statistical power is improved compared to
standard ANOVA analyses (see Baayen, 2004, for simula-
tion results). All statistical analyses were carried out with
the R statistical software, version 2.15.2 (R Development
Core Team, 2004), using package lme4. Mixed-effects mod-
els included fixed effects of Load, Interference, and the
interaction of Load and Interference. Deviation coding
was used for both Load (No Load = �0.5; Load = .5) and
Interference (‘‘sailed’’ = �0.5; ‘‘fixed’’ = .5), in order for
their effects to be interpretable as ‘‘main effects.’’ Models
also included fixed effects of the individual differences
measures (plus their interactions with the experimental
variables; see below). Individual difference measures were
converted to standard scores (M = 0, SD = 1). Finally, mod-
els also included random effects of participants and items.
4. Results

4.1. Descriptive summary of skill measures

Range, means and standard deviations for each battery
measure are shown in Table 2. To aid interpretability, we
also provide grade or age equivalents where available;
CTOPP composite scores do not have grade or age equiva-
lents, so we include percentile ranks. Correlations among
the measures are shown in Table 3, below the diagonal.
Correlations among the measures after adjustment for IQ
are shown above the diagonal (see Section 5.2 for
discussion).

4.2. Experimental data

Data from the following dependent measures were col-
lected during the experiment: phrase reading time, com-
prehension question accuracy, and memory list recall
accuracy. For phrase reading time, each sentence was di-
vided into 6 separate regions (see example, Table 1). Of
these, Region 5 contains the main verb, and is therefore
the region of greatest interest for the interaction of memory
load and interference effects; all other regions are identical
across conditions. Reading time data in each region of inter-
est was trimmed prior to analysis. Reading times that were
lower than 100 ms were excluded from analysis. In addi-
tion, following Baayen (2008), individual outliers were
identified for each participant and item (using quantile–
quantile plots) and removed manually from the data set.
This procedure eliminated the possibility of arbitrarily
trimming outlying participant/item data points that were
nonetheless part of regular distributions. These procedures
together led to the exclusion of 3.3% of the data.

4.3. Working memory capacity

Our initial analysis followed the common practice of
investigating individual differences as indexed by working
memory capacity (WMC; see, e.g., Daneman & Merikle,
1996; Just & Carpenter, 1992; Waters & Caplan, 1996).
Although we conducted additional analyses (see below)
using the full set of individual differences measures, we
conducted this analysis focusing on WMC in order to con-
nect this work with previous research focusing solely on
WMC. Each of our experimental dependent measures was
submitted to a mixed-effects model that included fixed ef-
fects of WMC and the interactions of WMC �Memory Load,
WMC � Interference, and Memory Load �WMC �
Interference.

Table 4 shows the modeling results for all dependent
measures.

4.3.1. Reading times
We analyzed reading times for each of the six phrase re-

gions. Scatter plots showing the interaction of condition



Table 2
Range, means, and standard deviations for all cognitive measures.

Measure Range M SD Max. possible

1. Phonological awareness 51–118 87.09 17.69 150
Percentile equivalent <1–89 30.62 28.92 99

2. Phonological memory 61–124 92.24 13.47 150
Percentile equivalent <1–95 35.20 26.14 99

3. Rapid naming 67–139 101.13 14.78 150
Percentile equivalent 1–99 51.5 28.55 99

4. Rapid color naming 25.5–61.2 39.17 6.41 72
Grade equivalent 4.4–9.8 8.92 1.29 9.8

5. Word reading (word attack) 7–32 25.21 5.44 32
Grade equivalent 1.8–19 9.22 4.63 19

6. Word identification 44–76 64.83 6.69 76
Grade equivalent 3.3–19 11.25 4.69 19

7. Reading fluency 19–98 70.80 17.53 98
Grade equivalent 2.3–19 11.93 4.74 19

8. Reading comprehension 27–43 34.87 3.75 47
Grade equivalent 3.4–19 9.50 4.62 19

9. Oral comprehension 10–31 24.98 4.32 34
Grade equivalent 1.9–19 11.67 4.49 19

10. Reading – words 63–104 89.47 10.55 104
Grade equivalent 4.4–12.6 10.13 2.47 12.6

11. Reading – nonwords 7–62 45.06 12.45 63
Grade equivalent 1.6–12.6 8.55 3.29 12.6

12. Gray Oral Reading Test 4–29 18.17 6.48 30
13. SDRT 5–30 18.53 7.36 30

Grade equivalent 3–PHSa 9.1 3.22 PHS
14. Gates–MacGinitie 10–46 32.00 9.09 48

Grade equivalent 4.9–PHS 11.68 1.80 PHS
15. Print passage comprehension 7–39 26.70 7.19 41
16. Speech sentence comprehension 9–39 30.17 6.70 41
17. Receptive vocabulary 115–195 167.11 19.85 204

Age equivalent score 8.09–22 17.71 4.59 22
18. Working memory capacity 26–56 41.50 7.68 60
19. Serial order memory 2.7–7.3 5.33 .94 9
20. Recognition – authors 0–11 3.23 2.58 80
21. Recognition – magazines 0–18 7.98 4.52 80
22. Spelling – words 9–30 22.88 5.41 30
23. Spelling – nonwords 0–12 4.95 2.28 20
24. IQ 61–126 95.88 15.08 –

Note: Measures 1–4: Comprehensive Test of Phonological Awareness (Wagner et al., 1999); 5–9: Woodcock–Johnson-III Tests of Achievement (Woodcock
et al., 2001); 10–11: Test of Word Reading Efficiency (Torgesen et al., 1999); 13: Stanford Diagnostic Reading Test (Karlson & Gardner, 1995); 15–16:
Peabody Individual Achievement Test-Revised (Markwardt, 1998); 17: Peabody Picture Vocabulary Test-Revised (Dunn & Dunn, 1997); 18: listening span
(Daneman & Carpenter, 1980); 19: Corsi Blocks (Corkin, 1974); 20–21: Print Exposure (adapted from Cunningham and Stanovich (1990)); 24: Weschler
Abbreviated Scales of Intelligence, vocabulary and matrix reasoning subtests (Psychological Corp., 1999).

a PHS indicates Post High School.
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and WMC are reported for Regions 1–6 in Fig. 1A–L. A main
effect of readers’ WM capacity is evident in all regions; the
positive values indicate that higher WMC was associated
with longer reading times. In addition, a main effect of
Memory Load appears in all regions, with the presence of
memory items yielding shorter reading times (Panel A vs.
B; C vs. D, E vs. F, G vs. H, I vs. J, and K vs. L). There were
also significant interactions of Memory Load �WMC in Re-
gions 1 and 3; this interaction also approached conven-
tional significance in Region 5 (p = .0527). In each case,
the load manipulation elicited longer reading times in
those participants with higher WMC. There are no signifi-
cant main effects of Interference; however, there was a
small but reliable interaction of Memory Load � Interfer-
ence in Region 4. This interaction cannot be interpreted,
however, because the conditions are identical in Region
4. Of more interest is the small but reliable interaction of
Interference �WMC, which appeared in the spillover
region (Region 6). A scatter plot showing this interaction
appears in Fig. 2, collapsing across Memory Load condition.
This figure suggests that higher span participants read the
region after the interfering verb (fixed) more slowly than
after the non-interfering verb (sailed), while the lower span
readers showed the opposite pattern. This is also difficult
to interpret, however, because the interaction collapses
over the memory manipulation, which would have created
interference in the fixed conditions but not in the sailed
conditions when the memory words were present. This is
discussed further below. Notably, the three-way interac-
tion of primary interest was not significant for reading
times in any region.

4.3.2. Recall
We computed recall results by both a strict criterion (all

words correctly recalled in the correct serial order) and a
lenient criterion (all words correctly recalled irrespective
of order). No differences between these were evident: the
proportions of correct responses in the interference



Table 3
Simple correlations among measure (N = 65).a

Measure 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

1. Phono.
awareness

– .34 �.02 �.12 .36 .49 .24 .23 .25 .20 .43 .33 .31 .39 .22 .10 .41 .34 .02 .21 .30 .38 .29

2. Phono. memory .57 – �.07 �.15 .15 .19 .15 .08 �.04 .26 .22 .07 .00 .15 .09 .03 .00 .17 �.07 �.18 .03 .08 .09
3. Rapid naming �.04 �.08 – �.27 .25 .16 .11 .15 .13 .46 .29 .22 .09 .19 �.05 .08 �.04 .06 .13 .04 �.10 .28 .13
4. Rapid color

naming
�.12 �.15 �.26 – �.31 �.28 �.24 �.32 �.14 �.45 �.35 �.37 �.25 �.25 �.23 �.27 �.14 �.33 �.28 �.02 �.21 �.33 �.17

5. Word reading .60 .42 .19 �.29 – .73 .26 .26 .30 .44 .87 .56 .29 .41 .20 .18 .31 .31 .02 .17 .06 .77 .45
6. Word

identification
.70 .47 .11 �.25 .83 – .39 .37 .49 .46 .76 .72 .47 .49 .31 .25 .54 .36 .09 .29 .30 .78 .53

7. Reading fluency .50 .40 .08 �.23 .49 .60 – .25 .32 .40 .37 .44 .68 .42 .35 .20 .38 .07 .12 .20 .24 .47 .33
8. Reading comp. .57 .42 .08 �.28 .55 .65 .51 – .47 .34 .35 .29 .47 .55 .30 .44 .53 .34 �.01 .09 .52 .40 .20
9. Oral

comprehension
.60 .37 .07 �.14 .59 .73 .58 .72 – .29 .28 .32 .43 .51 .40 .31 .73 .27 �.01 .25 .23 .41 .32

10. Reading –
words

.33 .37 .43 �.44 .50 .52 .48 .44 .40 – .53 .51 .44 .48 .41 .27 .22 .23 .13 .20 .19 .47 .27

11. Reading –
nonwords

.61 .43 .24 �.33 .90 .82 .54 .57 .53 .58 – .68 .43 .46 .19 .14 .34 .24 .01 .26 .28 .79 .44

12. Gray Oral
Reading

.48 .26 .19 �.37 .64 .76 .55 .47 .49 .56 .74 – .58 .42 .20 .15 .33 .14 .17 .25 .39 .73 .38

13. SDRT .55 .30 .06 �.24 .52 .66 .78 .66 .65 .51 .59 .66 – .49 .24 .11 .51 .15 .08 .41 .51 .48 .27
14. Gates–

MacGinitie
.61 .39 .10 �.21 .59 .67 .57 .73 .73 .51 .59 .47 .65 – .47 .44 .60 .28 .05 .17 .38 .58 .39

15. Print passage
comp.

.50 .36 �.06 �.22 .46 .56 .54 .56 .63 .48 .42 .37 .48 .61 – .47 .43 .24 .08 .06 .14 .35 .35

16. Speech sent.
Comp.

.51 .40 .04 �.23 .51 .59 .50 .70 .67 .38 .44 .37 .45 .65 .67 – .34 .19 �.19 .03 .17 .23 .22

17. Receptive
vocabulary

.67 .38 �.05 �.14 .58 .75 .61 .76 .87 .35 .56 .49 .69 .78 .64 .67 – .36 �.09 .41 .37 .52 .29

18. Working
memory

.59 .44 .03 �.30 .55 .61 .37 .62 .59 .35 .47 .34 .43 .53 .50 .53 .63 – �.03 .18 .17 .32 .07

19. Serial order
memory

.33 .22 .09 �.27 .30 .38 .36 .32 .36 .25 .26 .33 .34 .33 .34 .24 .29 .28 – �.10 �.09 .14 .00

20. Recog –
authors

.39 .06 .03 �.04 .34 .44 .36 .33 .42 .28 .39 .36 .52 .44 .25 .28 .53 .35 .10 – .30 .27 .00

21. Recog –
magazines

.37 .15 �.10 �.22 .17 .36 .32 .54 .31 .24 .35 .44 .53 .31 .24 .27 .41 .27 .04 .35 – .24 .02

22. Spelling –
words

.58 .34 .22 �.31 .84 .84 .61 .61 .61 .54 .84 .78 .63 .67 .53 .50 .68 .53 .36 .40 .32 – .48

23. Spelling –
nonwords

.44 .27 .11 �.18 .56 .62 .46 .40 .48 .35 .54 .47 .42 .50 .48 .41 .45 .28 .19 .14 .11 .57 –

24. IQ .64 .54 �.03 �.06 .57 .65 .54 .66 .73 .28 .50 .39 .55 .65 .71 .56 .69 .61 .50 .22 .36 .51 .38

|r| P .25, p < .05, |r| P .32, p < .01, |r| P .40, p < .001, |r| P .47, p < .0001.
Note: Measures 1–4: Comprehensive Test of Phonological Awareness (Wagner et al., 1999); 5–9: Woodcock–Johnson-III Tests of Achievement (Woodcock
et al., 2001); 10–11: Test of Word Reading Efficiency (Torgesen et al., 1999); 13: Stanford Diagnostic Reading Test (Karlson & Gardner, 1995); 15–16:
Peabody Individual Achievement Test-Revised (Markwardt, 1998); 17: Peabody Picture Vocabulary Test-Revised (Dunn & Dunn, 1997); 18: listening span
(Daneman & Carpenter, 1980); 19: Corsi Blocks (Corkin, 1974); 20–21: Print Exposure (adapted from Cunningham and Stanovich (1990)); 22–23: spelling
tests adapted from Shankweiler et al., 1996; 24: Weschler Abbreviated Scales of Intelligence, vocabulary and matrix reasoning subtests (Psychological Corp.,
1999).

a Correlations among measures without adjustment for variance shared with IQ are below the diagonal. Correlations among measures after partialling
out variance shared with IQ are above the diagonal.
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condition were .66 (lenient) and .65 (strict), while the pro-
portions in non-interference conditions were .64 (lenient)
and .63 (strict). The difference between lenient and strict
recall criteria was not significant, t (2323.867) = �0.6061,
p = 0.5445. Given this, we only report analyses of strict re-
call performance in Table 4. A significant main effect of
working memory capacity is evident, with low span read-
ers performing more poorly than higher span readers. A
scatter plot showing the interaction of condition and
WMC is reported for Recall in Fig. 1N. There is no signifi-
cant main effect of interference, and the interaction be-
tween interference and WMC is also non-significant.
4.3.3. Comprehension accuracy
We observed a reliable main effect of WMC, such that

high span participants were more accurate overall. Scatter
plots showing this interaction appear in Fig. 1O (No Load
conditions) and 1P (Load conditions). In addition, we ob-
served a significant main effect of Memory Load, indicating
that the presence of the memory words decreased compre-
hension accuracy overall. The main effect of Interference
was not significant; however, we observed a reliable
three-way interaction, which is the primary effect of inter-
est (see Table 4). Scatter plots with panels split by Interfer-
ence condition, are shown in Fig. 3. When the verb creates



Table 4
Mixed-effects modeling results for all dependent measuresa – working memory capacity (Sentence Span). Reliable effects are in bold.

Region 1 Region 2 Region 3 Region 4

Est. (b) SE t p Est. (b) SE t p Est. (b) SE t p Est. (b) SE t p

(Intercept) 806.002 37.606 21.433 0.000 748.021 32.122 23.287 0.000 632.545 22.618 27.966 0.000 633.073 25.830 24.509 0.000
Load �80.825 17.955 �4.502 0.000 �101.866 17.397 �5.855 0.000 �78.209 13.227 �5.913 0.000 �92.363 12.069 �7.653 0.000
Interference �30.277 17.949 �1.687 0.092 �4.421 17.394 �0.254 0.799 �23.701 13.229 �1.792 0.073 10.034 12.066 0.832 0.406
WMC 120.411 38.329 3.142 0.002 100.716 29.982 3.359 0.001 63.964 22.057 2.900 0.004 84.731 23.383 3.624 0.000
Load � Interference �0.488 35.912 �0.014 0.989 13.516 34.798 0.388 0.698 47.925 26.457 1.811 0.070 48.400 24.134 2.005 0.045
Load �WMC 44.294 18.604 2.381 0.017 21.658 18.075 1.198 0.231 51.228 13.677 3.746 0.000 21.946 12.518 1.753 0.080
Interference �WMC �1.113 18.592 �0.060 0.952 �10.663 18.045 �0.591 0.555 �15.855 13.663 �1.160 0.246 �3.054 12.495 �0.244 0.807
Load � Interference �WMC �10.672 37.209 �0.287 0.774 �12.455 36.129 �0.345 0.730 �31.231 27.360 �1.141 0.254 10.804 25.026 0.432 0.666

Region 5 (critical region) Region 6 (spillover region) Recall (strict) Comprehension accuracy

Est. (b) SE t p Est. (b) SE t p Est. (b) SE Z p Est. (b) SE Z p

(Intercept) 495.270 14.872 33.303 0.000 969.463 45.380 21.363 0.000 0.71 0.17 4.16 .0000 1.333 0.184 7.240 0.000
Load �60.948 7.720 �7.894 0.000 �213.664 21.212 �10.073 0.000 �0.577 0.111 �5.196 0.000
Interference 12.283 7.721 1.591 0.112 18.236 21.213 0.860 0.390 0.11 0.13 0.82 0.4112 �0.179 0.111 �1.605 0.108
WMC 51.141 15.243 3.355 0.001 147.083 40.093 3.669 0.000 0.39 0.15 2.56 0.0104 0.626 0.091 6.909 0.000
Load � Interference �10.200 15.444 �0.660 0.509 39.436 42.431 0.929 0.353 �0.321 0.221 �1.452 0.146
Load �WMC 15.454 7.975 1.938 0.053 18.109 21.957 0.825 0.409 0.009 0.114 0.076 0.940
Interference �WMC 3.906 7.976 0.490 0.624 44.797 21.901 2.045 0.041 0.06 0.15 0.38 0.7065 0.173 0.115 1.507 0.132
Load � Interference �WMC �2.364 15.955 �0.148 0.882 �24.174 43.901 �0.551 0.582 0.500 0.228 2.198 0.028

a Absent values for Recall reflect the fact that the task was completed only in the Memory Load conditions, when the memory items were present.
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Fig. 1. Scatter plots of reading times (ms), accuracy, and recall by condition and WMC. Interference conditions are denoted by the ‘‘fixed’’ legend entry, and
‘‘sailed’’ corresponds to the ‘‘No Interference’’ conditions.
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interference from the memory words (fixed, right panel),
those with lower WMC are more affected, but when there
is no interference caused by the verb (sailed, left panel)
WMC matters less.
1 In addition, three measures produced marginal three-way interactions
that approached conventional significance: magazine recognition,
p = .0537, spelling (words), p = .0508, and Woodcock–Johnson Word Attack,
p = .0738. These are not shown in Table 5.
4.3.4. Other individual difference measures
In addition to working memory capacity, we also mod-

eled the effects of the other individual difference (ID) mea-
sures from our battery on participant performance. These
measures were modeled singly (i.e., we did not enter all
the measures into a single model), in order to separately
evaluate the influence of each variable while protecting
against inaccurate estimates that may arise due to the
likely collinearity of many of our tests (cf. Table 3; see
Kuperman & Van Dyke, 2011, for a similar approach). As
with Sentence Span, we observed numerous significant
main effects on reading time and recall accuracy. The
results of these models are available as Supplementary
Materials, Tables 13–36. The most important observation
from these analyses is that nine (9) of the other battery
measures showed the same critical 3-way interaction with
Memory Load and Interference on the comprehension
measure as was observed with WMC: these are summa-
rized in Table 5.1 In reading time measures, we observed a
Memory Load � ID interaction in the critical region with
13 measures other than sentence span (summarized in
Table 6), with the same pattern described previously: less
skilled participants’ reading speed increases with load. The
implications of these results are discussed further below.



Fig. 2. The interaction of WMC and interference, collapsing across
Memory Load condition.

Fig. 3. The interaction of working memory capacity, memory load, and interfer
with low working memory capacity are more affected.

Table 5
Individual difference measures showing a significant three-way interaction with M

Memory Load � Interference � Estimate

1. Receptive vocabulary 0.713
2. Oral comprehension 0.614
3. Gates–MacGinitie 0.639
4. IQ 0.594
5. Reading comprehension 0.561
6. SDRT 0.536
7. Sentence span 0.500
8. Reading – words 0.495
9. Word identification 0.462
10 Reading fluency 0.436
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4.4. Discussion

Because the original Van Dyke and McElree (2006)
study was not concerned with individual differences, the
ID interactions observed here are novel. Nevertheless, a
number of similarities with the original study are present.
As in the original study, we observed a main effect of Mem-
ory Load in all regions, suggesting that the presence of the
memory words encouraged participants to read more
quickly, perhaps so that they could get to the recall task
that followed the sentence before they forgot the words.
This main effect is qualified here by interactions of Mem-
ory Load �WMC in several regions, including the margin-
ally significant interaction in the critical region, suggesting
that participants responded differently to the load manip-
ulation: low span readers read more quickly than higher
span readers when there was also a memory list. This
result could be interpreted as consistent with traditional
capacity-based explanations: longer reading times for
higher WMC readers may be due to the ‘‘additional
resources’’ they can apply to the dual task. However, our
observation that the same interaction was present and,
ence. When interference is present (right panel, Load condition), readers

emory Load and Interference on comprehension accuracy.

Std. error Z p

0.210 3.406 .0007
0.206 2.977 .0029
0.231 2.768 .0056
0.222 2.682 .0073
0.232 2.420 .0155
0.222 2.409 .0160
0.228 2.198 .0280
0.226 2.192 .0284
0.216 2.137 .0326
0.220 1.986 .0471



Table 6
Individual difference measures showing a significant two-way interaction
with Memory Load in the critical region only (Region 5). See Supplemental
Materials for the same interaction with multiple skill measures in other
regions.

Memory Load � Estimate Std.
error

t p

1. Recognition –
magazines

39.584 7.622 5.193 .0000

2. SDRT 38.796 7.662 5.064 .0000
3. Rapid naming �40.388 8.088 �4.994 .0000
4. Reading fluency 38.087 7.734 4.925 .0000
5. Recognition – articles 31.591 7.812 4.045 .0001
6. Receptive vocabulary 27.902 7.674 3.634 .0003
7. Oral comprehension 22.861 7.706 2.967 .0030
8. Speech sentence comp 22.663 7.677 2.952 .0032
9. IQ 22.495 7.730 2.910 .0036
10. Gates–MacGinitie

comp
22.528 8.298 2.715 .0066

11. Gray Oral Reading
Test

21.188 7.834 2.705 .0068

12. Print sentence comp 19.413 7.691 2.524 .0116
13. Phonological

awareness
19.053 7.782 2.448 .0144

Table 7
Factor loadings from the exploratory factor analysis.

Measure Factor 1 Factor 2

1. Phono. awareness 0.51 0.30
2. Phono. memory 0.47 �0.03
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unlike sentence span, significant in the critical region for
13 other skill measures suggests that WMC per se is unli-
kely to be the primary factor influencing reading times in
this task. In addition, the capacity approach has difficulty
accounting for the primary finding in this study: the signif-
icant three-way interaction of Memory Load � Interfer-
ence �WMC on comprehension accuracy, because the
memory load is identical in both the interfering sentences
and the non-interfering sentences. That is, the capacity
model provides no basis for predicting that the interfer-
ence manipulation would affect low and high WMC read-
ers differently, yet the interference effect caused by the
verb was more pronounced for lower skilled readers. In
addition, this interaction was also observed with nine
other skill measures, casting further doubt on WMC as
the primary determinant of difficulty in our comprehen-
sion measure. We examine the uniqueness of WMC’s con-
tribution to the observed effects in three additional
analyses, reported below.
3. Rapid naming �0.35 0.45
4. Rapid color naming 0.03 �0.39
5. Word reading 0.21 0.69
6. Word identification 0.37 0.62
7. Reading fluency 0.48 0.25
8. Reading comp. 0.65 0.18
9. Oral comprehension 0.81 0.08
10. Reading – words 0.05 0.60
11. Reading – nonwords 0.04 0.86
12. Gray Oral Reading �0.13 0.94
13. SDRT 0.51 0.37
14. Gates–Macginitie 0.69 0.24
15. Print passage comp. 0.75 �0.08
16. Speech sent. comp. 0.61 0.08
17. Receptive vocabulary 0.87 0.08
18. Working memory 0.62 0.05
19. Serial order memory 0.32 0.07
20. Recog – authors 0.05 0.35
21. Recog – magazines 0.36 0.26
22. Spelling – words 0.13 0.80
23. Spelling – nonwords 0.27 0.33
24. IQ 0.95 �0.21
5. Working memory capacity as a spurious determinant
of poor comprehension

The results reported above point to substantial individ-
ual differences both in locus and degree of susceptibility to
interference from the items in memory; however, the the-
oretical discrepancies discussed above, and the shared var-
iance among the measures (cf. Table 3, below the diagonal)
raises significant questions about the role of WMC. We
sought to clarify this issue using several methods, de-
scribed in Sections 5.1–5.3. First, we present the results
of an exploratory factor analysis (EFA) conducted on all
our individual differences measures in order to extract la-
tent factor estimates, which we then used together with
the Memory Load and Interference fixed effects as predic-
tors of our experimental dependent measures. The goal of
this analysis was to discover whether a ‘‘WMC factor’’
would emerge as a separate predictor of our critical
three-way interaction. Second, and based on the results
of the EFA, our next analysis sought to more directly ad-
dress the issue of shared variance by analyzing the data
after accounting for variance shared between WMC and
IQ, a more general measure of cognitive ability. Finally,
we conducted an analysis in which we created composite
scores for the abilities measured in our battery, and simul-
taneously entered all these composites as predictors in
mixed-effect models of our dependent variables. Like the
EFA, this analysis allows us to simultaneously consider
all our skill measures as predictors; however, unlike the
EFA, this approach preserves maximal interpretability of
the individual factors in the model so that it is possible
to draw conclusions about how specific skills relate to
our dependent measures.
5.1. Exploratory factor analysis

Individual difference measures were submitted to an
exploratory factor analysis with oblimin rotation and prin-
cipal axis factoring. Participants with missing data on any
of the individual differences measures were excluded from
this analysis (N = 50). Converging results from Horn’s par-
allel analysis, the very simple structure (VSS) criteria, and
the minimum average partial (MAP) criteria suggested a
two-factor solution, which accounted for 51% of the vari-
ance. We also examined a three-factor solution, although
we do not report the results of this analysis because it ac-
counted for only 5% more of the variance, and it included
an additional factor with only one loading (for a measure
of print exposure, author recognition). Pattern matrix load-
ings for the two-factor solution are reported in Table 7.

Measures concerned with phonological awareness (e.g.,
1), various measures of memory, including working mem-



Fig. 4. Scatter plots of reading times (ms), recall, and comprehension accuracy by condition and Factor 1 score.
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ory (e.g., 2, 18, 19), sentence and passage comprehension
(e.g., 7, 8, 9, 13, 14, 15, 16; but see 12), vocabulary (e.g.,
17), and IQ (e.g., 24) loaded more strongly onto Factor 1.
Measures concerned with rapid naming (e.g., 3, 4), word
and non-word reading (e.g., 5, 6, 10, 11), and spelling (e.g.,
22, 23) loaded more strongly onto Factor 2. Measures of
print exposure (e.g., 20, 21) were split across the two factors.

To assess the role of these factors, we extracted factor
score estimates using Thurstone’s (1935) regression ap-
proach. Estimates were computed for each participant for
each factor based on the EFA loadings and participants’
scores on each of the individual differences measures.
These scores were then used as predictors in mixed-effects
models for each dependent variable, together with fixed ef-
fects of Memory, Interference, and Memory Load � Inter-
ference, as well as their interactions with the Factor 1
(F1) and Factor 2 (F2) scores. Scatter plots showing the
relationship between the factor scores and reading times
(ms), recall, and comprehension accuracy are plotted in
Fig. 4 for Factor 1 and Fig. 5 for Factor 2. Modeling results
are reported in Table 8.

The models revealed a reliable main effect of Factor 1
across a range of dependent measures, including reading
times in Regions 2–6, and comprehension accuracy. There
was also a reliable interaction between Factor 1 and Mem-
ory Load in Regions 2, 3, and 5, a finding reminiscent of that
reported above for the WMC measure. Similarly, the critical
three-way interaction between Factor 1, Memory Load, and
Interference was reliable on comprehension accuracy, and
not for any other dependent variables. There was only a
reliable interaction between Factor 2 and Memory Load
on recall, and no reliable 3-way interactions with Factor 2.

Attempts to interpret our factors are speculative, due to
the multiple loadings on each (hence, we adopt the



Fig. 5. Scatter plots of reading times (ms), recall, and comprehension accuracy by condition and Factor 2 score.
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nondescript labels ‘‘Factor 1’’ and ‘‘Factor 2’’). Nevertheless,
we notice a pattern consistent with the ‘‘simple view of
reading’’ (Gough & Tunmer, 1986; Hoover & Gough,
1990; Tunmer & Chapman, 2012), which is an approach
to understanding reading comprehension that has been
highly influential among clinically oriented reading
researchers. This model argues that the variance in reading
comprehension can be described as the product of oral
language skill (viz. our Factor 1) and word-level decoding
(viz. our Factor 2) when these abilities are measured
appropriately. The pattern of loadings we observed on
our Factors 1 and 2 is consistent with loadings in other
larger-scale factor-analytic studies aimed at evaluating
the simple view (e.g., Kendeou, Savage, & Broek, 2009;
Protopapas, Mouzaki, Sideridis, Kotsolakou, & Simos,
2013; Protopapas, Simos, Sideridis, & Mouzaki, 2012;
Tunmer & Chapman, 2012), in which many of the identical
skill measures were employed. Of particular importance,
WMC did not emerge as an independent or separable fac-
tor contributing to poor comprehension. Rather, the fact
that it loaded together with other higher-level reading
measures, suggests that the predictive power of WMC in
studies where it is the only index of variability may be
through its shared variance with other measures.

Although these aspects of the EFA are compelling, we
emphasize that they should be interpreted cautiously.
We acknowledge that EFA may not be an ideal approach
to addressing intercorrelations in our measures: one
‘‘rule-of-thumb’’ for this kind of analysis recommends a
minimum of 10–15 participants per variable (Field,
2000). Furthermore, because we used listwise deletion in
our EFA (i.e., we excluded participants with missing data),
the sample size for this analysis is smaller than for the pre-
ceding analyses (N = 50). Nevertheless, we include this
analysis because there are some circumstances in which
smaller sample sizes yield reliable factor analyses, such



Table 8
Mixed-effects modeling results for all dependent measures – Factor 1 (F1) and 2 (F2) scores. Significant effects in bold.

Region 1 Region 2 Region 3 Region 4

Est. (b) SE t p Est. (b) SE t p Est. (b) SE t p Est. (b) SE t p

(Intercept) 826.470 46.142 17.911 0.000 771.983 36.660 21.058 0.000 649.951 26.315 24.699 0.000 655.860 29.749 22.046 0.000
Load �87.821 20.377 �4.310 0.000 �82.667 20.401 �4.052 0.000 �67.69 15.478 �4.373 0.000 �87.103 14.306 �6.089 0.000
Interference �28.830 20.350 �1.417 0.157 �2.897 20.365 �0.142 0.887 �24.82 15.447 �1.607 0.108 19.836 14.278 1.389 0.165
F1 106.667 62.366 1.710 0.087 142.918 46.685 3.061 0.002 68.259 34.490 1.979 0.048 120.315 36.039 3.339 0.001
F2 �46.835 62.556 �0.749 0.454 �42.738 46.831 �0.913 0.361 9.143 34.581 0.264 0.791 �26.551 36.150 �0.734 0.463
Load � Interference 20.015 40.757 0.491 0.623 �4.281 40.822 �0.105 0.916 42.963 30.946 1.388 0.165 35.083 28.602 1.227 0.220
Load � F1 �40.059 27.943 �1.434 0.152 63.159 28.008 2.255 0.024 77.064 21.284 3.621 0.000 28.346 19.630 1.444 0.149
Load � F2 65.195 28.084 2.321 0.020 25.612 28.301 0.905 0.365 7.578 21.361 0.355 0.723 24.744 19.849 1.247 0.213
Interference � F1 10.169 28.682 0.355 0.723 �17.032 29.560 �0.576 0.564 �1.522 22.201 �0.069 0.945 3.832 20.983 0.183 0.855
Interference � F2 16.259 28.210 0.576 0.564 �14.874 28.627 �0.520 0.603 �24.097 21.575 �1.117 0.264 1.855 20.162 0.092 0.927
Load � Interference � F1 64.050 55.791 1.148 0.251 6.345 55.982 0.113 0.910 �4.631 42.564 �0.109 0.913 38.822 39.189 0.991 0.322
Load � Interference � F2 �54.862 56.145 �0.977 0.328 �19.712 56.591 �0.348 0.728 �28.597 42.730 �0.669 0.503 �13.063 39.686 �0.329 0.742

Region 5 (critical region) Region 6 (spillover region) Recall (strict)a Comprehension accuracy

Est. (b) SE t p Est. (b) SE t p Est. (b) SE Z p Est. (b) SE Z p

(Intercept) 503.269 17.084 29.458 0.000 976.689 50.698 19.265 0.000 0.648 0.168 3.856 0.000 1.331 0.187 7.105 0.000
Load �51.613 8.814 �5.856 0.000 �220.868 23.410 �9.435 0.000 �0.580 0.127 �4.555 0.000
Interference 12.475 8.810 1.416 0.157 26.924 23.355 1.153 0.249 0.034 0.154 0.223 0.824 �0.267 0.127 �2.095 0.036
F1 54.471 23.271 2.341 0.019 178.000 62.350 2.855 0.004 0.332 0.181 1.831 0.067 0.493 0.122 4.038 0.000
F2 2.032 23.335 0.087 0.931 �18.631 62.569 �0.298 0.766 0.470 0.184 2.557 0.011 0.195 0.121 1.606 0.108
Load � Interference �19.990 17.632 �1.134 0.257 17.793 46.825 0.380 0.704 �0.280 0.254 �1.104 0.270
Load � F1 41.370 12.105 3.418 0.001 34.871 32.080 1.087 0.277 0.104 0.166 0.625 0.532
Load � F2 �14.957 12.082 �1.238 0.216 32.783 32.629 1.005 0.315 �0.082 0.165 �0.500 0.617
Interference � F1 13.276 12.225 1.086 0.277 25.272 34.244 0.738 0.461 0.041 0.217 0.187 0.851 0.200 0.179 1.119 0.263
Interference � F2 �9.419 12.107 �0.778 0.437 9.657 33.073 0.292 0.770 �0.248 0.215 �1.154 0.249 0.009 0.168 0.056 0.955
Load � Interference � F1 1.909 24.211 0.079 0.937 10.486 64.076 0.164 0.870 1.090 0.331 3.292 0.001
Load � Interference � F2 �12.231 24.167 �0.506 0.613 �1.981 65.276 �0.030 0.976 �0.438 0.329 �1.330 0.184

a Absent values for Recall reflect the fact that the task was completed only in the Memory Load conditions, when the memory items were present.
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as when factor loadings are very high (Rietveld & Van Hout,
1993; Stevens, 2002).

5.2. IQ-partialled skill measures

As in previous research (e.g., Tunmer & Chapman,
2012), many of the measures in our test battery showed
significant correlations. As discussed above, these correla-
tions make it difficult to assess the contribution of any par-
ticular skill (viz. working memory) towards susceptibility
to interference. The current analysis addresses this issue
by partialling out variance shared between WM and IQ.
Partialling was also conducted on every other battery mea-
sure so that we could additionally assess the relationship
of these individual skills to our dependent measures once
shared variance was reduced. We chose this method be-
cause IQ is a domain-general construct that accounts for
a large amount of variance in human performance in gen-
eral, and has not been reliably or discriminatively associ-
ated with reading ability (e.g., Ferrer et al., 2007;
Shaywitz et al., 1995; Stanovich, 1991). In addition, there
is a broad consensus that, despite their shared variance,
the constructs of IQ and WMC are not identical. Meta-anal-
yses (e.g., Ackerman, Beier, & Boyle, 2005; Kane, Hambrick,
& Conway, 2005; Oberauer, Schulze, Wilhelm, & Süß, 2005)
report that the two constructs share no more than 50% of
their variance, leaving a great deal of variance left for each
measure to explain separately. Finally, the results of the
EFA showed that IQ loaded most heavily on our first factor,
suggesting that IQ accounts for a significant amount of var-
iance in the factor on which WMC also loaded most
strongly. Hence, we deemed this approach to be a simple
and expedient strategy for decreasing collinearity among
our battery measures, and for determining whether the
residual variance explained by WMC is a significant predic-
tor of sensitivity to interference in our comprehension
task. Moreover, this analysis enabled us to include as many
participants as possible in our models, unlike the EFA anal-
ysis in which we had to drop any participant with missing
data from the entire analysis, leaving only N = 50. Here,
participants were dropped only from the analysis that in-
cluded the specific individual difference measure for which
they had no data. Thus, all models had an N = 65 except for
the model for spelling, which had N = 64, models for rapid
naming, oral comprehension, and corsi blocks, which had
N = 63, and the model for Gates McGinitie comprehension,
which had N = 56. (See Section 3.2.2 for more details about
missing data.)

As expected, partialization caused the correlations
among the residualized battery measures to be reduced,
in many cases substantially. These are shown in Table 3,
above the diagonal. Using these new scores, we reanalyzed
all the mixed effect models with each skill measure as a
predictor. Tables 16–39 in Supplementary Materials show
the complete modeling results for each of the other IQ-par-
tialled ID measures. Previously, we found that WMC, along
with nine other individual difference measures (including
IQ; see Tables 4 and 5), entered into the critical three-
way interaction with the Memory Load and Interference
variables on comprehension accuracy. Here, we find that
after partialling out variance shared with IQ, WMC is no



Table 10
Interactions of Memory Load � Interference � Individual differences measures on Comprehension Accuracy after partialling out IQ (compare to Table 5).

Memory Load � Interference � Estimate Std. error Z p

1. Receptive vocabulary 0.485 0.210 2.302 .0213
2. Oral comprehension 0.342 0.206 1.656 .0977
3. Gates–MacGinitie 0.258 0.236 1.094 .2738
4. Reading comprehension 0.183 0.225 0.812 .4170
5. SDRT 0.241 0.215 1.116 .2643
6. Sentence span 0.151 0.230 0.657 .5114
7. Reading – words 0.348 0.229 1.520 .1285
8. Word identification 0.130 0.222 .5878 .5567
9. Reading fluency 0.135 0.218 0.619 .5359
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longer a significant predictor of this effect. Table 9 reports
the full modeling results for WMC. Table 10 shows param-
eter estimates for the interaction term in each of the mod-
els for the other nine individual difference measures that
had previously shown the critical three-way interaction
on comprehension accuracy. After partialling out variance
shared with IQ, only a single measure entered into the sig-
nificant three-way interaction with Interference and Mem-
ory Load on the comprehension measure: receptive
vocabulary. Table 11 shows the full modeling results for
this measure and Fig. 6 presents scatter plots of the 3-
way interaction split by interference condition. This figure
indicates that, when the verb creates interference vis-à-vis
the words held in memory (‘‘fixed’’ conditions), readers
with lower receptive vocabulary skill answered compre-
hension questions less accurately than did readers with
greater vocabulary skill.

Reading time results for the Receptive Vocabulary mea-
sure were similar to those described in Section 4.3 for the
unpartialled WMC measure in several ways. The Memory
Load effects in reading times, which were observed in
Van Dyke and McElree (2006) are replicated; and the
Memory Load � Receptive Vocabulary interaction is pres-
ent in most regions, most notably in the critical region
(Region 5, which contains the main verb). The interaction
showed the same pattern as described in Section 4.3: par-
ticipants with low vocabulary skill sped up more in the
Memory Load conditions than did those with higher vocab-
ulary skill. We note, however, that five other measures
were better predictors of this effect than receptive vocabu-
lary (see Table 12). We discuss this further in Section 5.3.
As with the WMC measure, the significant three-way inter-
action was not significant in any region for the Receptive
Vocabulary measure. This interaction was significant in
the spillover region (Region 6) for two other measures,
however: serial order memory (p = .0284) and magazine
recognition (p = .0202). Full results for these two measures
are presented in Supplemental Tables 33 and 35, respec-
tively. Fig. 7 shows a scatterplot of these interactions split
by interference condition. We reserve the discussion of
these effects for Section 5.3, where a similar result is ob-
tained in our final analysis.

The most important outcome of this analysis is that only
a single skill measure (receptive vocabulary) remained as a
predictor of the Memory Load � Interference � Skill inter-
action for comprehension accuracy after removing variance
shared with IQ. This interaction suggested that participants
with lower receptive vocabulary scores, relative to their
higher scoring peers, were more susceptible to interference
from the memory words in conditions in which the verb did
not uniquely distinguish its proper direct object (e.g., fixed);
in contrast, vocabulary skill mattered little when a verb
which uniquely distinguished its proper direct object (e.g.,
sailed) eliminated interference from the memory words.
Further, the analogous interaction that we observed in the
unpartialled analysis in Section 4.3, which indexed individ-
ual differences in comprehension ability by WMC, was no
longer significant when variance shared with IQ was re-
moved. This provides additional support for our suggestion
that there is nothing unique about the relationship be-
tween WMC and performance in our comprehension task
or participants’ sensitivity to interference. Of additional
interest in this analysis is the observation of the three-
way interaction in reading times, which might be expected
based on the original finding in Van Dyke and McElree
(2006), where the effect of interest was observed in reading
times and not in comprehension scores. We discuss this
further in Section 5.3 below.

5.3. Composite measures

The previous analysis presents a straightforward dem-
onstration that the initial finding reported in Section 4.3,
in which WMC predicts performance on our comprehen-
sion task through its role in the Memory Load � Interfer-
ence � Skill interaction, was not due to any specific
contribution that WMC per se makes in comprehension
processes. The fact that this effect disappeared when vari-
ance shared with IQ was removed, and an entirely different
measure—receptive vocabulary—emerged as the primary
predictor of the Memory Load � Interference � Skill inter-
action suggests that previous findings emphasizing WMC
may be spurious due to its shared variance with many
other abilities. We now turn to the question of which of
our individual differences measures best predict our
dependent measures. To address this question, it is neces-
sary to simultaneously include all individual differences
measures within a single model. However, models that in-
clude all of our individual difference measures as individ-
ual predictors are likely to suffer from problems of
overfitting and multicollinearity (e.g., unstable estimates,
inflated SEs; indeed, this was confirmed by our preliminary
analyses). The latter issue is exacerbated by the fact that
our battery includes multiple measures that address
overlapping theoretical constructs. For example, the Gray
Oral Reading Test, the Woodcock–Johnson passage



Table 11
Mixed-effects modeling results for all dependent measures – IQ partialled receptive vocabulary (Peabody Picture Vocabulary Test). Significant effects in bold.

Receptive vocabulary Region 1 Region 2 Region 3 Region 4

IQ partialled Est. (b) SE t p Est. (b) SE t p Est. (b) SE t p Est. (b) SE t p

Intercept 809.820 40.340 20.077 0.000 751.650 33.800 22.237 0.000 634.870 23.790 26.692 0.000 635.950 27.320 23.276 0.000
Load �79.520 17.950 �4.430 0.000 �100.450 17.360 �5.785 0.000 �75.960 13.230 �5.742 0.000 �91.560 12.050 �7.599 0.000
Interference �29.710 17.950 �1.655 0.098 �5.040 17.360 �0.290 0.772 �24.170 13.230 �1.827 0.068 10.080 12.050 0.837 0.403
ID 9.480 40.000 0.237 0.813 48.890 30.960 1.579 0.114 23.230 22.590 1.028 0.304 39.980 24.460 1.634 0.102
Load � Interference �0.690 35.910 �0.019 0.985 13.140 34.730 0.378 0.705 46.510 26.460 1.758 0.079 48.010 24.100 1.992 0.047
Load � ID 12.310 18.060 0.682 0.495 49.740 17.500 2.842 0.005 45.910 13.330 3.445 0.001 28.680 12.200 2.350 0.019
Interference � ID 41.100 18.150 2.264 0.024 �2.810 17.750 �0.159 0.874 �7.020 13.480 �0.521 0.603 22.640 12.390 1.827 0.068
Load � Interference � ID 17.810 36.140 0.493 0.622 11.310 35.030 �0.323 0.747 �29.850 26.680 �1.119 0.263 �12.680 24.420 �0.519 0.604

Region 5 (critical region) Region 6 (spillover region) Recall (strict)a Comprehension accuracy

Est. (b) SE t p Est. (b) SE t p Est. (b) SE Z p Est. (b) SE Z p

Intercept 497.070 15.830 31.405 0.000 974.660 47.990 20.308 0.000 0.722 0.175 4.128 0.000 1.350 0.200 6.905 0.000
Load �60.120 7.700 �7.805 0.000 �213.040 21.220 �10.040 0.000 – – – – �0.570 0.110 �5.262 0.000
Interference 12.400 7.700 1.609 0.108 19.660 21.220 0.926 0.354 0.111 0.135 0.822 0.411 �0.210 0.110 �1.925 0.054
ID 25.500 15.750 1.619 0.106 71.000 41.960 1.692 0.091 0.172 0.147 1.167 0.243 0.290 0.110 2.668 0.008
Load � Interference �10.610 15.410 �0.689 0.491 38.770 42.450 0.913 0.361 – – – – 0.350 0.220 �1.590 0.112
Load � ID 26.510 7.710 3.437 0.001 20.150 21.550 0.935 0.350 – – – – 0.060 0.110 0.538 0.590
Interference � ID 8.230 7.740 1.063 0.288 18.730 21.900 0.856 0.392 0.069 0.136 0.503 0.615 0.020 0.110 �0.204 0.838
Load � Interference � ID �0.834 15.440 �0.054 0.957 �0.330 43.110 0.008 0.994 – – – – 0.485 0.210 2.302 0.021

a Absent values for Recall reflect the fact that the task was completed only in the Memory Load conditions, when the memory items were present.
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Fig. 6. The interaction of IQ-partialled receptive vocabulary, memory load, and interference. When interference is present (right panel; Load condition),
readers with low vocabulary scores are more affected.

Table 12
Interactions of Memory Load � Individual difference measures in the
critical region after partialling out variance shared with IQ (compare to
Table 6).

Memory Load x Estimate Std.
error

t p

1. SDRT 37.749 7.640 4.940 .0000
2. Rapid Naming �39.965 8.090 �4.940 .0000
3. Recognition –

magazines
37.749 7.662 4.927 .0000

4. Reading fluency 36.878 7.745 4.762 .0000
5. Recognition – authors 29.395 7.821 3.759 .0002
6. Receptive vocabulary 26.507 7.712 3.437 .0006
7. Oral comprehension 19.746 7.741 2.551 .0107
8. Speech comprehension 18.807 7.687 2.447 .0144
9. Gray Oral Reading Test 17.573 7.875 2.231 .0257
10. Serial order memory �17.070 7.875 �2.168 .0302
11. Gates–MacGinitie 17.889 8.329 2.148 .0317
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comprehension subtest, Stanford Diagnostic Reading test,
the Gates–MacGinitie Reading Test, and the Peabody Indi-
vidual Achievement Test passage comprehension subtest
are all correlated at or above r = 0.50, and all address
aspects of sentence- and passage-level reading. The
inclusion of multiple measures of the same construct is
common in clinical investigations of reading ability, with
the aim of using the similar measures to create composite
variables, which more robustly represent the particular
construct being assessed (e.g., Braze et al., 2007; Guo,
Roehrig, & Williams, 2011; Sabatini, Sawaki, Shore, &
Scarborough, 2010; Shankweiler et al., 2008). We follow
this approach in the current analysis. Participants with
missing data on any of the individual differences measures
were excluded from this analysis (N = 50).

Composite measures were created for the following
constructs: phonological processing (CTOPP phonological
awareness, phonological memory, rapid naming, and rapid
color naming); word/nonword reading (WJ-III word
reading and identification); word/nonword fluency (WJ-
III reading fluency, TOWRE reading words and nonwords);
listening sentence/passage comprehension (WJ-III listen-
ing comprehension and PIAT-R speech passage compre-
hension); reading sentence/passage comprehension (WJ-
III reading comprehension, Gray Oral Reading Test, SDRT,
Gates–MacGinitie, and PIAT-R print passage comprehen-
sion); print experience (recognition authors and maga-
zines); and word/nonword spelling (spelling words and
nonwords). We generated composite scores by averaging
z-scores of the respective individual difference measures.
The following individual difference measures were also in-
cluded in our mixed-effects models, but were not included
in a composite because each uniquely addressed a separate
construct: receptive vocabulary, working memory, visual
memory, and IQ. To further address multicollinearity in
our models, we partialled all measures on IQ (see the IQ-
partialled analysis above), thus reducing correlations
among the predictors. This permitted the IQ measure itself
to bear all of its associated variance in the mixed-effect
models so that we could evaluate its contribution to our
dependent measures directly. Table 13 presents simple
correlations among all the composite and non-composite
measures used in this analysis.

Each of our experimental dependent measures was sub-
mitted to a mixed-effects model with fixed effects of Load,
Interference, and Load � Interference, as well as their
interactions with each of the skill measures (composite
and remaining non-composite measures). Examination of
the condition number kappa in our models (all kappa < 10),
and the variance inflation factor among the predictors in
our models (all VIF < 5) indicates that multicollinearity is
not problematic in these analyses. As our experimental de-
sign aimed at investigating the 3-way interaction of Mem-
ory Load � Interference � ID, we report the results for this
interaction for each dependent measure in Table 14.



Fig. 7. Scatter plots of reading times (ms) in the spillover region (Region 6) for the Memory Load � Interference � Serial Order Memory (IQ-partialled)
interaction (top) and Memory Load � Interference �Magazine Recognition (IQ-partialled) interaction (bottom).
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Lower-order interactions with Interference are not inter-
pretable because the Interference is created through the
simultaneous presence of the Memory Load words and
the verb that matches them. Nevertheless, we present all
the significant lower-order interactions and main effects
for each dependent measure in Table 15 for completeness.

The main result from this analysis converges with the re-
sults of the EFA presented in Section 5.1 and the IQ-partialled
analysis presented in Section 5.2. Receptive vocabulary
emerged as the only additional significant predictor of the
3-way interaction on the comprehension measure, even
when all individual differences measures were considered
simultaneously. Fig. 8 shows scatterplots of these interac-
tions, broken out by Load condition. As discussed previously,
those with poorer scores on the Receptive Vocabulary mea-
sure showed increased susceptibility to Interference from
the memory words in the Load condition.
Also consistent with the IQ-partialled analysis pre-
sented in Section 5.2, we found that serial order memory
entered into a significant three-way interaction with Mem-
ory Load and Interference in the reading times in Region 6
(the spillover region). Unlike in the previous analysis,
where magazine recognition also entered into a significant
three-way interaction in Region 6 with Memory Load and
Interference, here when magazine recognition was com-
bined with author recognition to provide a more stable
composite indicator of print experience, the three-way
interaction was not significant. This suggests that the pre-
vious effect arose due to shared variance among other
measures. Finally, we found that receptive vocabulary en-
tered into an additional significant three-way interaction,
this time in reading times for Region 6. Fig. 9 shows scatter
plots of these interactions. These plots reveal an important
difference in the three-way interaction observed in the



Table 13
Simple correlations among composite and non-composite measures (N = 50).

Measure 1 2 3 4 5 6 7 8 9 10 11

1. Phono. awareness – .22 .29 .00 .11 .08 .22 .13 �.02 �.15 .00
2. Word/non-word reading .42 – .69 .47 .64 .38 .77 .60 .31 .03 .00
3. Fluency .44 .76 – .56 .73 .41 .63 .47 .25 .08 .00
4. Oral comprehension .31 .65 .67 – .64 .19 .56 .69 .32 .11 .00
5. Reading comp. .38 .76 .79 .79 – .55 .63 .69 .32 .06 .00
6. Print experience .22 .47 .50 .34 .60 – .18 .38 .34 �.12 .00
7. Spelling .37 .82 .70 .66 .71 .29 – .50 .12 .08 .00
8. Receptive vocabulary .41 .74 .62 .83 .83 .48 .62 – .36 �.05 .00
9. Working memory .25 .52 .44 .56 .56 .45 .32 .60 – .05 .00
10. Serial order memory .10 .27 .26 .36 .33 .04 .25 .28 .29 – .00
11. IQ .47 .55 .46 .64 .65 .32 .42 .69 .56 .45 –

|r| P .28, p < .05, |r| P .37, p < .01, |r| P .46, p < .001, |r| P .53, p < .0001.
Note: Measure 1: composite derived from CTOPP subtests for phonological awareness, phonological memory, rapid naming, rapid color naming; Measure 2:
composite derived from Woodcock–Johnson word reading and word identification subtests; Measure 3: composite derived from Woodcock–Johnson
reading fluency subtest and TOWRE reading words and nonwords; Measure 4: composite derived from Woodcock–Johnson listening comprehension and
Peabody speech passage comprehension; Measure 5: composite derived from Woodcock–Johnson reading comprehension, Gray Oral Reading Test, Stanford
Diagnostic Reading Test, Gates–MacGinitie reading comprehension, and Peabody print passage comprehension; Measure 6: composite derived from author
and magazine recognition tests; Measure 7: composite derived from spelling words and nonwords. All other measures are non-composites.
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reading times as compared with the interaction in the
comprehension measure; namely, that it is the better scor-
ers who are more affected by the interference during on-
line reading.

This contrast in the direction of the interference effect
appears to stem from differences in how individuals re-
sponded to the dual task, as evident from the pervasive
Memory Load � Skill interaction. Although a number of
skills interacted with Memory Load in various reading re-
gions (see Table 15), the Load � Print Experience interac-
tion was the most pervasive, shown in Fig. 10.2

Participants with less overall reading experience sped up
more in the load conditions than did those with more read-
ing experience, possibly because they chose to prioritize the
recall task over the sentence reading task in our procedure.
Hence, they paid little attention to the Interference manipu-
lation in the sentence, which was inconsequential until the
comprehension task forced them to explicitly recall the
meaning of the sentence. At this point the receptive vocab-
ulary measure, out of all verbal skill measures, best indexed
sensitivity to interference: readers with poor receptive
vocabulary had more difficulty answering the comprehen-
sion question when interference was present. This relation-
ship is readily explained if we understand the receptive
vocabulary measure not as an index simply of whether par-
ticipants know the meaning of words (since all of the words
in our sentences were quite common), but rather as an index
of the quality of an individual’s lexical representations. It is
well known that poor readers exhibit diminished ability to
discriminate orthographic, phonological, and semantic fea-
tures, suggesting that they have lower quality lexical repre-
sentations than skilled readers (Landi & Perfetti, 2007;
Nation, 2009; Nation & Snowling, 1998, 1999, 2004; Perfetti,
2007; Perfetti & Hart, 2002; Yang & Perfetti, 2006). Low
quality representations have also been specifically linked
to less reading experience (e.g., Balass, Nelson, & Perfetti,
2010; Cain & Oakhill, 2011). Thus, our findings suggest that
2 The Load � Print Experience interaction occurred in all regions save
Region 4, where it showed only a trend towards significance at p = .11.
less distinct lexical representations make it more difficult to
reconstruct the actual dependency in the sentence during
offline comprehension (e.g., was it the boat that was fixed,
or one of the other three ‘‘fixable’’ nouns they had focused
attention on while reading?).

In contrast, individuals with higher receptive vocabu-
lary scores showed sensitivity to the interference manipu-
lation in the online reading task. This is consistent with the
results of the original Van Dyke and McElree (2006) study,
which was conducted with college students who (presum-
ably) would be comparable to the more skilled readers in
the current study. As in that study, the interference manip-
ulation caused the relatively skilled readers to slow down
when retrieval was necessary to resolve the grammatical
dependency online, while reading the sentence. Online
use of retrieval cues from the manipulated verb, and the
higher quality lexical representations in these individuals,
resulted in a more immediate semantic interference effect
due to the semantic overlap among the ‘‘fixable’’ items.
Thus, the slower reading times reflect an online interfer-
ence effect – and one that the more skilled readers could
resolve fairly quickly, resulting in better eventual compre-
hension compared to their less skilled peers.

Of additional interest is our finding of an interaction of
Memory Load � Interference � serial order memory in the
reading times in Region 6. Although our measure of serial
order memory (the Corsi Blocks Test) is widely used in psy-
chometric studies of reading, to our knowledge it has not
previously been associated with any online reading com-
prehension measures, or with interference effects of any
sort. Hence, this result must be treated with caution, but
it is nevertheless intriguing. The Corsi Blocks Test is a
non-verbal measure in which participants tap out a
remembered sequence of increasing length on a visuospa-
tial array. While it is often used as a measure of visual
memory, it has also been reliably linked to reading behav-
ior. A number of previous studies have demonstrated a
positive relationship between serial order memory and
reading ability (Corkin, 1974; Gould & Glencross, 1990;
Katz, Healy, & Shankweiler, 1983; Katz, Shankweiler, &



Table 14
Mixed-effects modeling results for all dependent measures – composite analysis. Effects are reported for the 3-way interaction of Load � Interference � ID predictor for Regions 1–5 and Comprehension Accuracy, and
for the 2-way interaction of Interference � ID predictor for Recall.

Region 1 Region 2 Region 3 Region 4

(Load �) Interference � ID predictor Est. (b) SE t p Est. (b) SE t p Est. (b) SE t p Est. (b) SE t p

Phonological processing �15.408 46.228 �0.333 0.739 �0.184 46.143 �0.004 0.997 23.445 35.010 0.670 0.503 4.456 32.482 0.137 0.891
Word/nonword reading 45.106 83.409 0.541 0.589 �154.263 83.159 �1.855 0.064 �9.444 63.453 �0.149 0.882 50.918 58.555 0.870 0.385
Word/nonword fluency �35.622 75.084 �0.474 0.635 �11.728 75.854 �0.155 0.877 �95.622 57.619 �1.660 0.097 �82.579 53.407 �1.546 0.122
Listening pass/sent comp. 23.726 70.922 0.335 0.738 �57.713 71.179 �0.811 0.417 �49.451 54.017 �0.915 0.360 36.760 49.955 0.736 0.462
Reading pass/sent comp. �62.349 83.623 �0.746 0.456 35.111 83.940 0.418 0.676 90.299 63.503 1.422 0.155 67.965 56.030 1.151 0.250
Print experience 21.287 55.737 0.382 0.703 67.010 56.226 1.192 0.233 �18.850 42.633 �0.442 0.658 �10.739 39.537 �0.272 0.786
Word/nonword spelling �49.800 77.415 �0.643 0.520 118.845 77.477 1.534 0.125 46.732 58.632 0.797 0.425 �1.220 54.290 �0.022 0.982
Receptive Vocab. 72.503 74.143 0.978 0.328 24.621 73.546 0.335 0.738 5.836 55.932 0.104 0.917 �47.022 51.760 �0.908 0.364
WMC �20.353 47.508 �0.428 0.668 �4.906 47.788 �0.103 0.918 �34.310 36.067 �0.951 0.341 �34.270 33.607 �1.020 0.308
Serial order memory 8.920 43.067 0.207 0.836 18.642 42.853 0.435 0.664 �15.948 32.730 �0.487 0.626 �13.018 29.947 �0.435 0.664
IQ 24.916 40.938 0.609 0.543 �6.512 41.037 �0.159 0.874 �18.31 31.307 �0.585 0.559 34.111 28.806 1.184 0.236

Region 5 (critical region) Region 6 (spillover region) Recall (strict)* Comprehension accuracy

(Load �) Interference � ID predictor Est. (b) SE t p Est. (b) SE t p Est. (b) SE Z p Est. (b) SE Z p

Phonological processing 2.772 19.869 0.140 0.889 63.618 52.787 1.205 0.228 �0.101 0.178 �0.566 0.571 0.216 0.291 0.743 0.457
Word/nonword reading 9.856 35.928 0.274 0.784 �71.282 93.814 �0.760 0.447 �0.372 0.310 �1.198 0.231 �0.499 0.491 �1.016 0.310
Word/nonword fluency �37.623 32.476 �1.158 0.247 �95.175 86.901 �1.095 0.273 �0.169 0.289 �0.584 0.559 0.327 0.482 0.678 0.498
Listening pass/sent comp. �2.474 30.302 �0.082 0.935 �74.356 80.845 �0.920 0.358 �0.027 0.260 �0.103 0.918 �0.298 0.452 �0.658 0.511
Reading pass/sent comp. 57.886 36.510 1.585 0.113 17.839 96.446 0.185 0.853 �0.099 0.319 �0.309 0.757 �0.527 0.539 �0.978 0.328
Print experience �36.896 24.160 �1.527 0.127 �69.151 64.776 �1.068 0.286 �0.075 0.213 �0.352 0.725 0.005 0.358 0.013 0.989
Word/nonword spelling �13.762 33.664 �0.409 0.683 133.970 87.879 1.524 0.127 0.372 0.284 1.311 0.190 0.153 0.473 0.323 0.747
Receptive Vocab. 4.741 31.612 0.150 0.881 167.004 83.194 2.007 0.045 0.266 0.280 0.949 0.343 0.964 0.454 2.125 0.034
WMC �0.856 20.754 �0.041 0.967 �21.125 54.413 �0.388 0.698 0.153 0.183 0.835 0.404 0.138 0.286 0.480 0.631
Serial order memory 1.204 18.421 0.065 0.948 106.048 49.067 2.161 0.031 �0.151 0.169 �0.894 0.371 0.026 0.276 0.096 0.924
IQ �10.567 17.742 �0.596 0.551 �14.561 47.201 �0.308 0.758 �0.133 0.172 �0.773 0.440 0.735 0.261 2.813 0.005

394
J.A

.V
an

D
yke

et
al./Cognition

131
(2014)

373–
403



Table 15
All significant main effects and lower order interactions observed in the composite analysis, reported by dependent measure. Note that interactions with Interference alone are uninterpretable, as Interference depends
on the presence of the Memory Load and the Interference conditions are identical prior to Region 5. These uninterpretable interactions are presented in italics.

Factor

Region 1

Factor

Region 2

Est SE t p Est SE t p

(Intercept) 826.914 41.761 19.801 0.000 (Intercept) 772.312 34.892 22.134 0.000
Load �87.739 20.309 �4.32 0.000 Load �81.681 20.314 �4.021 0.000
Fluency �213.42 75.488 –2.827 0.005 Fluency –167.706 59.511 –2.818 0.005
Receptive Vocab. �148.306 73.817 �2.009 0.045 IQ 124.257 32.743 3.795 0.000
IQ 108.569 41.56 2.612 0.009 Load � Print Experience 102.909 28.117 3.66 0.000
Load � Print Exp. 99.171 27.87 3.558 0.000 Load �WMC �58.035 23.899 –2.428 0.015

Load � IQ 55.037 20.52 2.682 0.007
Interference � Print Experience 61.388 27.867 –2.203 0.028
Interference � Serial Order Mem �45.367 21.515 �2.109 0.035

Region 3 Region 4

Factor Est SE t p Factor Est SE t p

(Intercept) 649.975 23.798 27.312 0.000 (Intercept) 655.872 28.181 23.273 0.000
Load �68.053 15.468 �4.400 0.000 Load �87.900 14.262 �6.163 0.000
Fluency �139.804 41.235 �3.390 0.001 Fluency �139.638 45.409 �3.075 0.002
IQ 79.822 22.693 3.518 0.000 IQ 103.559 24.991 4.144 0.000
Load �Word Reading �62.950 31.712 �1.985 0.047 Load � Fluency 94.664 26.715 3.544 0.000
Load � Fluency 78.140 28.785 2.715 0.007 Load � Serial Order Memory �32.409 14.972 �2.165 0.030
Load � Print Exp. 50.332 21.329 2.360 0.018 Interference � Receptive Vocabulary 65.401 26.306 2.486 0.013
Load � IQ 60.720 15.660 3.877 0.000

Region 5 Region 6

Factor Est SE t p Factor Est SE t p

(Intercept) 503.419 15.526 32.425 0.000 (Intercept) 976.623 47.331 20.634 0.000
Load �51.801 8.785 �5.897 0.000 Load �219.466 23.188 �9.464 0.000
Fluency �103.598 28.35 �3.654 0.000 Fluency –277.981 76.407 –3.638 0.000
IQ 52.363 15.606 3.355 0.001 IQ 155.792 42.066 3.703 0.000
Load � Print Exp. 47.845 12.08 3.961 0.000 Load � Phonological Processing �66.874 26.395 �2.534 0.011
Load � IQ. 17.882 8.87 2.016 0.044 Load � Fluency 108.982 43.574 2.501 0.012

Load � Print Experience 108.736 32.379 3.358 0.001
Interference � Fluency 92.391 43.006 2.148 0.032
Load � Interf � Receptive Vocab. 167.004 83.194 2.007 0.045
Load � Interf � Serial Order Mem. 106.048 49.067 2.161 0.031

Recall (strict)* Comprehension accuracy

Factor Est SE t p Factor Est SE t p

(Intercept) 0.652 0.156 4.165 0.000 (Intercept) 1.354 0.185 7.321 0.000
WMC 0.426 0.139 3.073 0.002 Load �0.580 0.132 �4.384 0.000
IQ 0.524 0.123 4.261 0.000 WMC 0.267 0.091 2.945 0.003

IQ 0.516 0.081 6.368 0.000
Interference �WMC 0.334 0.147 2.270 0.023
Load � Interference � Receptive Vocabulary 0.964 0.454 2.125 0.034
Load � Interference � IQ 0.735 0.261 2.813 0.005
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Fig. 8. Scatter plots from the composite analysis of comprehension accuracy. Plots show the interaction of IQ-partialled Receptive Vocabulary (A and B) and
IQ (C and D) with Memory Load and Interference. When Interference is present (right panel) readers with lower scores are more affected.
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Liberman, 1981; Torgesen, 1978) and movement sequenc-
ing and reading ability (Birkett & Talcott, 2012; Carello,
LeVasseur, & Schmidt, 2002; Denckla, 1985; Gladstone,
Best, & Davidson, 1989; Kuperman, Ally, & Van Dyke,
2013; Wolff, Michel, Ovrut, & Drake, 1990), both of which
are implicated in the Corsi Blocks task. Our current findings
suggest that individuals with better serial order memory
were more affected by interference (Fig. 9), which is con-
sistent with a positive correlation between reading ability
and performance on the Corsi task. This finding requires
further investigation, however, we believe that the
sequencing component of the task is likely most relevant
to the current findings. We speculate that this association
may be related to syntactic parsing ability, as the ability
to process the displaced ordering of elements in the clefted
constructions examined here (see Table 1) is crucial for
correctly integrating the manipulated verb into the
sentence.
6. General discussion

The current study makes three contributions to the
study of reading comprehension. First, it points to retrieval
interference as the primary determining factor for accurate
comprehension; the implication of this is that differences
in reading skill may best be characterized in terms of sus-
ceptibility to interference, rather than the size of an indi-
vidual’s working memory capacity. Second, and
consequently, it provides support for an alternative model
of the relationship between memory and language, which
more clearly articulates the mechanisms through which
the two interact. Finally, our third contribution is to help
clarify the relationship between working memory span
and language comprehension, while emphasizing alterna-
tive factors that contribute to poor comprehension. We
discuss each of these in more detail below.



Fig. 9. Scatter plots showing RTs from the composite analysis of Region 6. Plots show the interaction of IQ-partialled Receptive Vocabulary (A and B) and
Serial Order Memory (C and D) with Memory Load and Interference. When Interference is present (right panel) readers with higher vocabulary scores are
more affected.
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Our first contribution not only provides further support
for retrieval interference effects in language comprehen-
sion, it provides important evidence for wide variability
in susceptibility to interference in our population. Van
Dyke and McElree (2006) demonstrated retrieval interfer-
ence in a more homogeneous population of college stu-
dents in the same age range as investigated here, thus
providing important evidence for cue-based retrieval in
sentence processing. However, that study did not investi-
gate individual differences in sensitivity to interference.
The present study shows that Memory Load, Interference,
and individual cognitive abilities interact, with consider-
able differences in the time course and extent to which
individuals are affected by interference, thus highlighting
its significant role in determining comprehension.
Further, our analysis of sensitivity to interference in
relation to our battery of skill measures provides an indica-
tion as to the mechanisms that determine this sensitivity.
Receptive vocabulary, and not working memory capacity,
was most consistently associated with vulnerability to
interference. That receptive vocabulary was the best pre-
dictor of interference effects is in line with a number of
other recent findings that implicate vocabulary as a pivotal
measure in assessing individual differences in linguistic
performance (e.g., Braze et al., 2007; Joshi, 2005; Prat &
Just, 2011; Traxler & Tooley, 2007; Tunmer & Chapman,
2012). Importantly, we are not making the trivial claim
that comprehension fails because readers do not know
the meanings of words that they are reading. Rather, we
believe that the vital role of vocabulary signifies that it is



Fig. 10. Load � Print Experience interaction in all reading regions in the composite analysis.
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a fundamental element in an architectural account of com-
prehension difficulty (cf. Tunmer & Chapman, 2012), in
which the memory retrieval mechanism plays a primary
role. Decades of memory research (e.g., Dosher, 1976,
1981; McElree & Dosher, 1989; Ratcliff, 1978; Wickelgren,
1977) have established that the probability of retrieving
particular items depends on the strength or distinctiveness
of the representation itself. Thus, it follows that one critical
factor for comprehension should be the robustness of the
lexical representations themselves. If the to-be-retrieved
lexical representations are ‘‘noisy’’ – that is, weak and
representationally indistinct – then the probability of
accessing a target item that is necessary to complete the
long distance dependencies investigated here decreases,
and comprehension suffers. This is particularly apparent
in the case of poor reading ability, where individuals are
likely to have a greater proportion of poor quality lexical
representations. Indeed, a particularly troublesome aspect
of such representations is their potential to spread spuri-
ous activation to neighboring representations, by virtue
of their inexact or lower dimensional feature structures.
This would result in the activation of irrelevant informa-
tion, which will interfere with retrieval and comprehen-
sion. Evidence for this phenomenon has been observed
by Gernsbacher and colleagues, who showed that poor
readers were less able to inhibit the context-irrelevant
meanings of ambiguous words during sentence compre-
hension than skilled readers (Gernsbacher & Robertson,
1995; Gernsbacher, Varner, & Faust, 1990; see also
Gernsbacher, 1990; Gernsbacher & Faust, 1991, 1995;
Long, Oppy, & Seely, 1999). Thus, retrieval operations on
low-quality lexical representations will necessarily be less
efficient, and more vulnerable to interference, resulting in
poorer comprehension in general, and greater difficulty
when comprehension requires retrieving distal
information to complete grammatical dependencies in
particular.
Our second contribution, which is to more clearly artic-
ulate the relationship between memory and language, fol-
lows on a long line of experimental work suggesting that
the size of active memory is actually quite limited, perhaps
only to the single most recently processed constituent even
for skilled readers (see McElree, 2006, for a review). Such a
restricted capacity calls the explanatory utility of capacity-
based approaches into question. Further, it suggests a new
conceptualization of the architecture that supports lan-
guage comprehension, in which a cue-based retrieval pro-
cess provides the computational power necessary to create
dependencies in real time (for a reviews, see Lewis,
Vasishth, & Van Dyke, 2006; Van Dyke & Johns, 2012; for
a computational implementation of such a system, see
Lewis and Vasishth (2005)). The plausibility of this
approach is also supported by mathematical analyses of
reaction time distributions (Ratcliff, 1978) and evidence
from the speed-accuracy tradeoff paradigm (e.g., McElree,
2001), which suggest that humans are able to restore items
to active memory in as little as 80–90 ms. Such rapid re-
trieval speeds effectively enable the parsing mechanism
to compensate for the severe limit on the size of active
memory, permitting parsing decisions to be made in
�250 ms, which is typical for real-time language process-
ing. The result is a model in which accurate and efficient
language comprehension can occur even in the face of a
highly restricted memory capacity. Critical for the current
results, only a retrieval-based model predicts the Memory
Load � Interference interaction observed here (and else-
where, e.g., Van Dyke & McElree, 2006); capacity-based
models are silent about potential interactions between
properties of the head of a dependency, its filler, and any
other content in memory. Such models only make predic-
tions about detrimental effects related to the quantity of
information that is actively maintained in memory (which
was held constant in the current experiment), and do not
address potential effects related to the contents of memory.
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The current results show that successful comprehension
depends upon the efficient use of retrieval cues to distin-
guish target items from a field of distractors, which could
be highly related to the target on various dimensions
(e.g., semantic, syntactic, pragmatic).

Our strategy of connecting a particular skill assessment
(here, receptive vocabulary knowledge) to a particular
component of a well-articulated model of language pro-
cessing (here, retrieval interference) is a departure from
most clinically inspired reading research, which often fo-
cuses on factor-analytic analyses that predict reading com-
prehension as assessed by off-line standardized
instruments (e.g., Woodcock–Johnson Reading Compre-
hension, Nelson–Denny Reading Comprehension, Stanford
Achievement Test, or other governmentally-sanctioned
standardized assessments). The simple view of reading
(Gough & Tunmer, 1986; Hoover & Gough, 1990) has been
highly influential in this community, providing the theo-
retical starting point for data modeling. It is noteworthy
that even with a modest sample size, our exploratory fac-
tor analysis extracted two factors that are consistent with
this view. At the same time, it should be noted that much
recent research in this tradition has argued that this simple
model should be augmented by a number of other factors,
including processing speed (Joshi & Aaron, 2000; Tiu,
Thompson, & Lewis, 2003), rapid naming speed (Johnston
& Kirby, 2006), reading fluency (Adlof, Catts, & Little,
2006; Silverman, Speece, Harring, & Ritchey, 2013) and,
of special interest in light of our current results, IQ (Tiu
et al., 2003) and vocabulary (Braze et al., 2007; Tunmer &
Chapman, 2012). We believe that a greater understanding
of the factors that contribute to poor reading comprehen-
sion can be gained through clearly articulated process
models that specify the mechanism(s) through which each
of these components (and possibly others) may interact.
Our retrieval model, which we believe has provided a
new understanding of how low vocabulary skill may con-
tribute to poor comprehension ability, represents an initial
step in this direction. At the same time, we acknowledge
that the current dataset is not comprehensive in its assess-
ment of factors that may lead to increased sensitivity to
interference. For example, it is possible that poor vocabu-
lary ability may have its effect in conjunction with poor
inhibitory mechanisms, the latter of which were not inde-
pendently assessed in our current battery. This would be
consistent with research showing a relationship between
low reading ability and increased interference in the
Stroop task (Booth & Boyle, 2009; Long & Prat, 2002;
Protopapas, Archonti, & Skaloumbakas, 2007). Future
research will seek to disentangle the separate roles of
vocabulary knowledge and inhibition as contributors to
increased sensitivity to retrieval interference.

Finally, our third important contribution is our assess-
ment of the utility of the working memory capacity con-
struct, its relation to other skill measures, and its overall
role in individual differences research. Working memory
capacity, as measured by ‘‘complex span’’ tasks (such as
the ‘‘sentence span’’ task; Daneman & Carpenter, 1980),
is often the only individual difference measure obtained
in studies of adult language processing and comprehen-
sion. Our finding that this measure is strongly and
significantly correlated with many other measures of lan-
guage ability emphasizes the difficulty that overreliance
on this measure presents for understanding the causes of
poor comprehension. Although the use of capacity mea-
sures has been motivated and encouraged by their close
relationship to Baddeley’s construct of Working Memory,
the evidence presented here suggests that the WM model
is not adequate to explain the mechanism by which mem-
ory systems and complex language systems interact. This
dovetails with a growing consensus – among those who
investigate WMC outside of the domain of language – that
WMC plays its greatest role in situations where it is neces-
sary to overcome automatic, prepotent responses (e.g.,
Bunting, Conway, & Heitz, 2004; Conway & Engle, 1994;
Unsworth & Engle, 2007). This contrasts sharply with sen-
tence processing, which is one of the most reflexive tasks
humans can perform in most natural contexts (i.e., those
not manipulated experimentally). In this context WMC
might be expected to be inconsequential, at least until nor-
mal processing mechanisms have failed and deliberate rea-
nalyses or reinterpretation becomes necessary. In contrast,
word knowledge will always matter, because the dimen-
sionality of representations of meaning and grammatical
function can affect the probability of retrieving words in
general, and the discriminability of the cues contributed
by individual words in particular.

One lingering question raised by the current work in-
volves the relationship between WMC and IQ. The high
correlation between these measures, as observed here, is
consistent with numerous studies reporting extremely
high associations between WMC and fluid intelligence
(e.g., Ackerman et al. (2005); Colom, Rebollo, Palacios,
Juan-Espinosa, & Kyllonen, 2004; Conway, Cowan, Bunting,
Therriault, & Minkoff, 2002; Engle, Tuholski, Laughlin, &
Conway, 1999; Kane et al., 2004; Kyllonen & Christal,
1990; Süß, Oberauer, Wittman, Wilhelm, & Schulze,
2002). The close relationship between WMC and IQ pro-
vides the potential for reconciling previous results that
have been interpreted as supporting a critical role for
WMC as a determinant of poor comprehension. Recent fac-
tor analytic research suggests that the majority of the var-
iance shared between WMC and IQ is associated with
neural activity in brain areas responsible for interference
control (e.g., in an n-back task; for details see Burgess,
Gray, Conway, & Braver, 2011). Although this work did
not investigate language comprehension processes per se,
it is likely that both success in processing non-adjacent
grammatical dependencies and success in completing the
n-back task (which is computationally similar because re-
lated items are temporally separated) hinge on retrieval
processes. Hence, we interpret this as additional support
for the view that sensitivity to interference, derived from
faulty retrieval processes, shows great promise as an
explanatory factor for poor comprehension ability.
7. Conclusion

The current study is a novel approach to the study of indi-
vidual differences in adult language comprehension,
grounded in the cue-based retrieval framework, which
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focuses on the content and quality of memory representa-
tions, rather than the quantity of information that can be ac-
tively maintained in memory. We provide evidence for
retrieval interference as a key determinant of poor compre-
hension, and show that out of our battery of 24 verbal skill
measures, vocabulary knowledge, and not working memory
capacity, is the most consistent predictor of susceptibility to
this interference. We suggest that poor vocabulary knowl-
edge has its affect on retrieval through the increased noise
associated with low-dimensional lexical representations,
which will be more difficult to discriminate from competi-
tors. Poor readers in particular will have a higher proportion
of low-dimensional lexical representations, due to lack of
reading experience or difficulties in word-level subskills
such as phonological decoding.

Finally, we would like to again emphasize a unique as-
pect of the current work: the investigation of comprehen-
sion ability in a community-based sample. This approach
represents an advance over the majority of research on
adult reading comprehension, which typically utilizes the
university subject-pool population. Our observation of
broad variability in a variety of ability measures in our
adult population, even in skills such as decoding and
fluency, which are often assumed to be mastered by late
adulthood, is consistent with previous work (e.g.,
Cunningham, Stanovich, & Wilson, 1990; Shankweiler
et al., 1996), and points to the need for a more comprehen-
sive understanding of the factors that contribute to poor
reading comprehension in adults.
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