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a b s t r a c t

The role of interference as a primary determinant of forgetting in memory has long been
accepted, however its role as a contributor to poor comprehension is just beginning to
be understood. The current paper reports two studies, in which speed-accuracy tradeoff
and eye-tracking methodologies were used with the same materials to provide converging
evidence for the role of syntactic and semantic cues as mediators of both proactive (PI) and
retroactive interference (RI) during comprehension. Consistent with previous work (e.g.,
Van Dyke & Lewis, 2003), we found that syntactic constraints at the retrieval site are
among the cues that drive retrieval in comprehension, and that these constraints effec-
tively limit interference from potential distractors with semantic/pragmatic properties in
common with the target constituent. The data are discussed in terms of a cue-overload
account, in which interference both arises from and is mediated through a direct-access
retrieval mechanism that utilizes a linear, weighted cue-combinatoric scheme.

! 2011 Elsevier Inc. All rights reserved.

Limitations on memory storage and retrieval have long
been recognized as important determinants of language
performance (Miller & Chomsky, 1963). That successful
language comprehension requires memory is apparent
from the fact that common and seemingly simple expres-
sions often contain non-adjacent, grammatically-depen-
dent constituents. For example, the subject of a sentence
can be separated from its matrix verb by relative clauses
of different types and lengths, or the direct object for a
sentence-final verb can be fronted to the beginning of the
sentence. These types of expressions challenge compreh-
enders to establish syntactic and semantic relations that
span multiple words, phrases, or even clauses, which
necessitates accessing constituents that a comprehender
is no longer actively processing. Hence, a full understand-
ing of the memory processes that support language
comprehension requires an investigation into the compu-
tational properties of the retrieval mechanism that enables
these long-distance dependencies to be created.

Significant inroads in this respect have already been
made. For example, while a variety of retrieval mecha-
nisms are theoretically possible, including serial or parallel
search mechanisms (Sternberg, 1966, 1975), the evidence
overwhelmingly points to the use of an associative di-
rect-access mechanism, in which the content of the cues
available at retrieval enables immediate access to the tar-
get (i.e., content-addressable retrieval). For example, McEl-
ree, Foraker, and Dyer (2003, Exp. 1) contrasted the speed
of resolving subject–verb dependencies with no material
intervening, such as The editor laughed, to sentences in
which 1 or 2 subject- or object relative clauses intervened
between the subject and verb. They found that interpreta-
tion of the subject–verb dependency occurred at an excep-
tionally fast rate when the dependent elements were
adjacent to one another, consistent with the idea that no
retrieval was required in order to associate the subject
with its verb. However, the speed of accessing a distant
noun phrase (NP) to bind as subject to its verb was con-
stant for each of the non-adjacent constructions, which
contain varying numbers of intervening words, discourse
items, and hierarchically embedded constituents. These re-
sults point to a direct-access retrieval mechanism, for
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which the distance between the retrieval site and the tar-
get would be irrelevant, unlike for a search mechanism,
which would be affected by the amount of information to
be examined during the search (McElree, 2006). Notably,
these results are also consistent with results found in basic
memory studies, where both neuroimaging and behavioral
investigations of experimental variables that are diagnostic
of the retrieval process, such as manipulations of item re-
cency and size of the memory set all point to direct-access
retrieval as the primary means for restoring passively held
information into active memory (e.g., (Öztekin, McElree,
Staresina, & Davachi, 2008; Öztekin, Davachi, & McElree,
in press; McElree, 2006; McElree & Dosher, 1989).

The current work extends these investigations by exam-
ining the properties that cause a direct-access retrieval
mechanism to fail. Research in the memory domain sug-
gests two well-investigated sources for such failure: First,
a cue-driven operation can fail to recover a sought-after
memory if the cues used at retrieval do not sufficiently
overlap with how the event was encoded into memory. In-
deed, Tulving and Pearlstone (1966) pointed out that much
of what we commonly view as memory loss—a memory no
longer being available—is in fact more properly viewed as
failures in accessibility. Subsequently, Tulving (1979) for-
mulated the cue-dependant nature of accessibility into
the encoding specificity principle, which states ‘‘[t]he proba-
bility of successful retrieval of the target item is a mono-
tonically increasing function of information overlap
between the information present at retrieval and the infor-
mation stored in memory’’ (p. 408).

Even when the cues used in retrieval do sufficiently
overlap with the contents of the sought-after memory, a
cue-driven operation can fail to recover the ‘correct’ repre-
sentation if the retrieval cues also match, even partially,
the contents of other items in memory. When cues are also
strongly associated with other representations in memory,
it creates a condition of cue-overload that engenders retrie-
val interference (e.g., Nairne, 2002; Watkins & Watkins,
1975; Öztekin & McElree, 2007). An incorrect representa-
tion may be retrieved if available cues do not match the de-
sired target as well as they do other items in memory.

Given the evidence that sentence comprehension relies
upon a cue-driven, direct-access operation (e.g., McElree,
2000; McElree et al., 2003), it is natural to expect retrieval
interference to be a key determinant of whether compre-
hension is successful (e.g., Van Dyke & Lewis, 2003; Lewis,
Vasishth, & Van Dyke, 2006). Indeed, several recent studies
have identified these effects. Gordon and colleagues (Gor-
don, Hendrick, & Johnson, 2001, 2004; Gordon, Hendrick,
& Levine, 2002) and Fedorenko, Gibson, and Rohde
(2006a) examined how referential properties of non-target
nouns in memory affect the resolution of long distance
dependencies in a sentence. In a dual task paradigm, par-
ticipants were asked to remember three nouns for a subse-
quent recall test administered after reading a sentence and
answering a comprehension test. They observed reduced
comprehension accuracy and slower reading times for
the sentence when the nouns in the memory set matched
those in the sentence in their referential type, which was
taken as support for the claim that similarity-based inter-
ference disrupts comprehension.

Van Dyke and McElree (2006) investigated whether the
locus of these interference effects was in encoding/storage
or in retrieval. Keeping the encoding context constant, we
manipulated the retrieval cues at the point at which the
dependency was resolved so that they either uniquely
identify the target NP in the sentence or overlapped with
the nouns in the memory set. As discussed above, the latter
creates retrieval interference through cue-overload. For
example, participants studied a list of three items such as
table–stove–truck and then read the sentence It was the
boat that the guy who lived by the sea sailed or the sentence
It was the boat that the guy who lived by the sea fixed. In this
example, all items in the memory list are fixable but none
are typically ‘‘sail-able’’. Because the retrieval cues pro-
vided by the verb sailed are not strongly associated with
potential competitors in memory, interference at retrieval
should be substantially less than when fixed is used as
the crucial verb. Consistent with a retrieval-based account,
longer reading times were observed with verbs compatible
(fixed) as compared to incompatible (sailed) with the nouns
in memory, a difference that disappeared when the sen-
tences were read without first memorizing the distractors
in the memory set. Although there is some evidence sug-
gesting that interference may affect encoding operations
in comprehension (Desmet, De Baecke, Drieghe, Brysbaert
& Vonk, 2006; Gordon et al., 2002), our results clearly
implicate interference at the retrieval stage, which specifi-
cally arises from retrieval cues provided by the final verb.
Moreover, this is consistent with the bulk of experimental
evidence in the memory domain, which indicates that the
locus of the interference effect is at retrieval, with little or
no affect on memory encoding or storage (e.g., Dillon &
Bittner, 1975; Gardiner, Craik, & Birstwistle, 1972; Tehan
& Humphries, 1996).

These dual-task studies demonstrate that elements in
memory engender interference if they share semantic–
pragmatic properties with the cues used at retrieval. Other
studies, using different methodologies, have demonstrated
that interference is modulated by syntactic properties of
the elements in memory (Van Dyke, 2007; Van Dyke & Le-
wis, 2003). For example, Van Dyke and Lewis (2003) exam-
ined reading times and comprehension accuracy for
sentences such as (1a) and (1b), in which a relative clause
intervenes between the subject NP the lady and the verb
moaned.

(1a) The pilot remembered that the lady who said that the
seat was smelly yesterday afternoon moaned about a refund.
(1b) The pilot remembered that the lady who was sitting in
the smelly seat yesterday afternoon moaned about a refund.

Comprehension accuracy and self-paced reading times
were detrimentally affected when the NP in the interven-
ing relative clause (the seat) was syntactically a subject,
as in (1a), as compared to when it was an object in a prep-
ositional phrase, as in (1b). Van Dyke (2007) observed sim-
ilar interference effects in online eye-tracking measures:
At the critical verb (moaned), longer first pass and regres-
sion path times were observed for (1a) than (1b). This
finding aligns with those in Van Dyke and McElree
(2006) indicating that interference has its primary affect
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at retrieval. Crucially, the differences observed with con-
trasts such as (1a&b) indicate that grammatical informa-
tion is among the set of cues that drive retrieval in
comprehension, as a competitor can engender interference
even when it does not match required semantic/pragmatic
constraints (e.g., moan usually requires an animate sub-
ject). This suggests that parsing operations use grammati-
cal cues from a verb such as moaned to locate appropriate
attachment sites for integrating the verb phrase into the
existing parse, including cues that identify previously
occurring NPs that can serve as its subject.

Van Dyke (2007) also investigated the effect of semantic
interference by contrasting sentences of the form in (1a&b)
when they contained intervening nouns that either
matched or mismatched the semantic/pragmatic con-
straints of the verb (man versus seat). Semantic effects
were present even when the noun was in a syntactic posi-
tion incompatible with it serving as the subject of the final
verb, as in (1b). In eye-tracking measures for accurate tri-
als, syntactic interference effects emerge as slowed first
pass and regression path times at the critical verb
(moaned), whereas semantic interference effects emerged
as slowed regression path times for semantic interference
at sentence end.

Goals of the present investigation

We aim to extend the studies of Van Dyke (2007) and
Van Dyke and Lewis (2003) in several ways to address
three fundamental issues concerning the nature of the
cue-driven retrieval operation used in comprehension
and how that operation may constrain comprehension.

The effect of interference on retrieval processes

The studies discussed above demonstrate that interfer-
ence modulates the difficulty of sentence comprehension,
and one study in particular, Van Dyke and McElree
(2006), demonstrated that it does so when retrieval is re-
quired. However, beyond being consistent with the re-
ceived view that interference produces cue-overload,
which affects the probability (or availability in Tulving’s
terms) of accessing target items, extant research has not
addressed how cue diagnosticity (i.e., the ability to un-
iquely identify a target item) affects the accessibility of
information. Namely, slowed reading time at the retrieval
site could be consistent either with an efficient direct-ac-
cess retrieval mechanism that has failed to identify the cor-
rect target (the target is unavailable) or with a slowed
retrieval mechanism, perhaps operating in qualitatively
different manner because the target is inaccessible to cue-
based retrieval. To distinguish these possibilities, we uti-
lize the response-signal speed-accuracy tradeoff (SAT) pro-
cedure, which provides conjoint measures of speed and
accuracy (further discussion of the advantages of this
method are available in Dosher (1979), McElree (2006),
Wickelgren (1977), Reed (1973, 1976). While this method
has been used previously to investigate retrieval mecha-
nisms in a variety of sentence constructions (e.g., Martin
& McElree, 2008; McElree et al., 2003; Foraker & McElree,

2007), it has thus far not been used to investigate interfer-
ence effects.

Different types of interference

Classically, two types of interference have been exten-
sively investigated in basic memory research: Proactive
interference (PI), where recall or recognition of a target is
impaired by items processed before the target, and retroac-
tive interference (RI), where target recall or recognition is
impaired by items processed after a target. Although it is
possible that the two forms of interference may affect
memory operations in qualitatively different ways, several
lines of research converge in suggesting that both PI and RI
engender cue-overload at retrieval (Crowder, 1976). Both
types of interference have been found to be operative in
sentence comprehension. However, with the exception of
a recent study of verb phrase ellipsis (Martin & McElree,
2009; see Discussion), they have been investigated under
rather different experimental conditions, which preclude
straightforward assessments of their relative impact on
comprehension and whether they affect the same underly-
ing processes. Specifically, studies such as Gordon et al.
(2002), Fedorenko, Gibson, and Rohde (2006b), and Van
Dyke and McElree (2006) induced PI by requiring partici-
pants to study and remember items presented in a list be-
fore reading a critical sentence—hence the interfering
items were not actually within the sentence itself. In con-
trast, studies such as Van Dyke (2007) and Van Dyke and
Lewis (2003) induced RI with sentence-internal item inter-
polated between a nonadjacent dependency. We investi-
gated PI and RI effects on comprehension under
comparable conditions where potentially interfering items
are all sentence internal, occurring either before or be-
tween dependant constituents.

Contrasting PI and RI effects can also provide additional
evidence concerning the nature of the retrieval operation
used in comprehension, specifically whether a search or di-
rect-access operation is used. The key prediction of a
search operation is that retrieval time will increase as more
competitors are added to the search path (McElree &
Dosher, 1989). In contrast, additional competitors need
not affect retrieval speed in a content-addressable system
with a direct-access operation. With the exception of a re-
cent investigation of ellipsis (Martin & McElree, 2009), ex-
tant timecourse studies of nonadjacent dependencies have
used RI configurations, where different numbers of com-
petitors are interpolated between the retrieval site and
the target item (McElree, 2000; McElree et al., 2003). That
additional competitors reduced accuracy but did not in-
crease retrieval time in these studies provides evidence
against a large class of search operations. However, RI con-
figurations cannot test for the presence of a forward
search, where comprehenders start at the beginning of a
sentence or discourse and search forward for a constituent
to resolve the dependency. Such a search may be plausible
in situations where integrating a verb with its previously
occurring subject are difficult, as evidenced by eye-move-
ment studies in which regressions to the beginning of a
sentence have been observed (e.g., Frazier & Rayner,
1982). In order to examine both forward and backward
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search operations, the two experiments presented here
employ a design which examines both PI and RI configura-
tions. If a forward search is used, then processing time
should be slower under PI than RI configurations. A back-
ward search predicts the opposite pattern, with processing
being slower under RI than PI configurations. In contrast,
no difference in processing time is predicted for a direct-
access operation, as cues at retrieval make direct contact
with relevant representations by virtue of their content.

Cue combinatorics

A complete understanding of the constraints that mem-
ory operations place on comprehension requires a detailed
specification of what types of cues drive retrieval and how
those cues combine at the retrieval site. Studies such as
Van Dyke (2007) and Van Dyke and Lewis (2003) suggest
that available morphosyntactic and semantic–pragmatic
information guide retrieval in comprehension. An open
question is how different types of information are com-
bined. In many perceptual and cognitive domains, cues
are often assumed to combine in a linear, weighted fashion
(e.g., Trommershäuser, Landy, & Körding, in preparation).
However, nonlinear schemes might be more efficacious
in domains where there are asymmetric dependencies in
the processing of different types of information. The rela-
tionship between syntactic and semantic processing may
be an example of when a nonlinear scheme of this sort is
warranted. Although the question of how different types
of cues are assembled to create a retrieval probe during
language comprehension has previously not be investi-
gated, there is a large literature surrounding the issue of
whether syntactic information takes precedence over
semantic information in compositional operations (cf. Pyl-
kkänen and McElree (2006) for a review). For example,
‘‘syntax-first’’ approaches propose that semantic opera-
tions are, to a large degree, conditioned on the syntactic
structures generated by syntactic processes (e.g. Ferreira
& Clifton, 1986; Frazier & Rayner, 1982; Pickering & Trax-
ler, 1998; Clifton et al., 2003). However, others have shown
that different kinds of information, such as lexical informa-
tion (e.g., Swinney, Zurif, & Nicol, 1989; Gibson, 2006),
semantic/plausibility information (e.g., Kim & Osterhout,
2005; Trueswell, Tanenhaus, & Garnsey, 1994), or local dis-
course context (Altmann & Kamide, 1999; Grodner, Gibson,
& Watson, 2005), can guide interpretation processes, inde-
pendently of syntactic information. Although this work has
focused on how information that does not need to be re-
trieved is weighted when making local attachment deci-
sions, it points to the possibility that the language
processing mechanismwill give preference to certain types
of information in certain contexts (i.e., non-obligatory ad-
junct attachments appear to be more influenced by non-
syntactic information than do argument attachments, cf.
Frazier and Clifton (1996) for extensive discussion).
Although much additional research will be required to
fully understand how information is combined during re-
trieval, the current set of studies is meant to provide an ini-
tial foundation, asking whether syntactic cues and
semantic/plausibility cues are relied onto the same extent
in differing syntactic contexts. Using a similar experimen-

tal design and logic to the studies in Van Dyke (2007) and
Van Dyke and Lewis (2003), we investigated this issue by
examining the effects of a pragmatically appropriate com-
petitor with syntactically appropriate (Experiment 1) and
inappropriate properties (Experiment 2). Because interfer-
ence is engendered by elements in memory that match the
cues used at retrieval, we used the amount of interference
generated by a particular element as an indicator of what
cues were used in retrieval and how that cue was modu-
lated by other cues.

In addition to applying the SAT methodology to investi-
gate these issues, were also conducted eye-tracking ver-
sions of both experiments in order to provide converging
evidence. This permits us to address a disadvantage of
the SAT procedure, namely, that it requires an overt re-
sponse; in this application, a judgment of acceptability.
Eye-tracking measures allow us to assess how the differ-
ences found in SAT are expressed in naturalistic reading,
as eye-tracking does not impose unnatural memorial or
response demands on participants. Reading time mea-
sures also afford a perspective from which to compare
the current research to previous work, that latter having
only used eye-tracking and self-paced reading as online
measures.

Experiment 1: influence of appropriate syntactic cues

Experiment 1 examines RI and PI when the interfering
item matches the syntactic cues from the verb (i.e., they
are grammatical subjects). In this respect, this experiment
extends Van Dyke and Lewis (2003), which observed syn-
tactic interference effects, but only in RI contexts, and
Van Dyke (2007) which observed semantic and syntactic
interference effects, again only in RI contexts. We manipu-
lated the semantic properties of distractor elements in a
manner similar to those in previous studies, but using dif-
ferent syntactic constructions. The examples in (2) illus-
trate the conditions used to investigate semantic
interference in an RI context. In both (2a) and (2b), com-
prehenders must retrieve a subject for the matrix verb
compromised when it is encountered at the sentence final
position. We expected that intervening NPs would engen-
der RI. Because it is a plausible subject for the verb and will
have been encoded in the sentence as a grammatical sub-
ject, the NP the judge was expected to produce RI in at-
tempts to retrieve the appropriate subject (the attorney),
despite being in an inappropriate (hierarchical) position
in the sentence. The NPs the motion in (2a) and the witness
in (2b) should also produce retroactive interference (RI).
However, if semantic–pragmatic properties of the matrix
verb are used as retrieval cues, the semantic properties
of the NPs should modulate the RI effects. Specifically,
RI should be reduced with the NP the motion in (2a)
because, unlike the witness in (2b), it lacks the semantic
properties (e.g., animacy) to serve as the subject for the
verb comprise.

(2a) The attorney who the judge realized had declared that
the motion was inappropriate compromised.
(2b) The attorney who the judge realized had declared that
the witness was inappropriate compromised.
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Van Dyke (2007) found that mismatching semantic
properties of the type in (2a) did indeed decrease interfer-
ence at retrieval. We attempted to replicate this finding
and to investigate whether the same effect would be found
in a PI context, where the distractors were processed be-
fore the target subject (attorney), as in (3).

(3a) The judge who had declared that the witness was
inappropriate realized that the attorney for the case
compromised.
(3b) The judge who had declared that the motion was
inappropriate realized that the attorney for the case
compromised.

Based on SAT studies of distance effects in resolving
long-distance dependencies (e.g., McElree, 2000; McElree
et al., 2003), we expected that RI conditions in (2) would
be associated with lower accuracies than the PI conditions
in (3), as the subject–NP will have been less recently pro-
cessed. Of particular interest was whether the addition of
a semantically-matching distractor engenders interference
in both contexts, and of comparable magnitudes. Interfer-
ence effects may be less in PI than RI conditions because,
at the retrieval site, the subject–NP is more recent and
the competitor NPs are less recent than in RI conditions.
Differential affects of the recency of both the target and
competitors are consistent with direct-access retrieval
operation in which the quality (strength, fragility, or re-
lated notions) of the respective memory representations
determines the probability of successful retrieval.

Experiment 1A: SAT method

Participants

Twenty participants from the New York University
community were recruited for the study. All were native
American-English speakers with no history of reading dif-
ficulty. They were paid a total of $70 at the completion of
five experimental sessions ($10/h). One participant was ex-
cluded from the analysis because he did not complete all
five sessions.

Materials

Thirty-six item sets were constructed following the par-
adigm demonstrated in Table 1. The three manipulations

created a 2 (interference type – PI versus RI) ! 2 (semantic
properties of the distractor – Matched versus Un-
matched) ! 2 (acceptability – Yes versus No) design result-
ing in 288 experimental sentences. In order to minimize
the effects of repeating the experimental structures, pre-
sentation was spaced over four 1.5 h sessions on subse-
quent days. In each of these sessions, participants saw a
list that contained two experimental conditions from each
item set (72 items – 1 acceptable and 1 unacceptable), to-
gether with 280 filler items from unrelated experiments.
The experimental conditions in each session were chosen
randomly from each set, with the restriction that all eight
conditions were presented over the four sessions. Each ses-
sion contained an equal number of acceptable and unac-
ceptable sentences. Acceptability was manipulated be
exchanging the last word of the sentence, which was the
critical word initiating retrieval of the distal subject (see
Table 1). Examples of the filler items, with acceptable
and unacceptable alterations in italics are as follows: The
architect admired the blueprint, but the funding did not
materialize/the entrepreneur did not melt. The center spot-
light left the prima ballerina. She breathed./It dimmed.

Procedure

The materials were randomized within a session and
presented on a personal computer running E-prime
(Schneider, Eshman, & Zuccolotto, 2002), which recorded
button press responses and latencies. For each trial, partic-
ipants read a sentence presented in a phrase-by-phrase
RSVP format. The phrases are illustrated by the slash marks
in Table 1. Three hundred milliseconds before the appear-
ance of the last word, a series of 17 tones began (100 ms in
duration, occurring every 350 ms). These continued during
the presentation of the critical word and afterwards, for a
total time span of 5950 ms. Participants began pressing
both the ‘‘YES’’ and ‘‘NO’’ keys as soon as the tones began,
and continued pressing in the rhythm of the tones until
they ended. While participants are pressing both keys,
the last word appeared, and they indicated whether the
word constitutes an acceptable completion of the sentence
by continuing to press only the key that indicates their an-
swer (i.e., they would stop pressing the ‘‘NO’’ key if they
thought the sentence was acceptable, or the ‘‘YES’’ key if
they thought the sentence was unacceptable).

Participants were trained in this procedure for 45 min
in a separate session 1 day prior to the experimental
sessions in order to familiarize themselves with the task.

Table 1
Example materials from Experiment 1 (high syntactic interference conditions). Acceptable and unacceptable conditions are represented by substituting the
appropriate verb as the final word of the sentence. Slashes represent phrasal chunks displayed during SAT presentation.

Proactive interference condition
1. Semantic

mismatch
The judge / who had declared that / the motion / was inappropriate / realized that the attorney / in the case / [compromised/
entwined].

2. Semantic match The judge / who had declared that / the witness / was inappropriate / realized that the attorney / in the case / [compromised/
entwined].

Retroactive interference conditions
3. Semantic

mismatch
The attorney / who the judge realized / had declared that / the motion / was inappropriate / [compromised/entwined].

4. Semantic match The attorney / who the judge realized / had declared that / the witness / was inappropriate / [compromised/entwined].
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During this training, participants responded to acceptable
and unacceptable sentences that were similar to the filler
items that occurred in the actual experiment. They were
trained to respond in the rhythm of the tones and received
error messages when they responded either too quickly,
too slowly, or out of sync. They were also instructed that
they could change their response if their assessment of
the sentence changed, so that if they initially thought a
sentence was acceptable, and then later realized it was
unacceptable they could switch from the ‘‘YES’’ to the
‘‘NO’’ key as long as the response tones were still sounding.
This provided a record of accuracy at each response time
over the 5650 ms period, enabling us to fully measure
how the interpretation of the sentence unfolded over time.

Data analysis

All analyses were performed on the individual partici-
pants’ data to reduce variance and avoid averaging artifacts
in the shape of the functions. Consistent patterns across
participants were summarized by analyses of the average
data. Accuracy at each response delay was computed using
a standard d0 measure (d0 = z(hits) " z(false alarms)) in or-
der to correct for response bias. A ‘‘hit’’ is an acceptable re-
sponse to an acceptable sentence and a ‘‘false alarm’’ was
an acceptable response to an unacceptable sentence. The
scaling was done using the yoked acceptable and unac-
ceptable continuations for each experimental condition
(indicated by the bracketed words in Table 1).

Potential differences in asymptote, rate, and intercept
were evaluated by fitting the d0 accuracies at each response
delay (t) with an exponential approach to a limit:

d0ðtÞ ¼ kð1" e"bðt"dÞÞ; for t > d else 0: ð6Þ

In this equation, accuracy is a function of three parameters,
corresponding to the three phases of the SAT curve: k
serves to estimate the asymptotic level of performance, d
estimates the intercept or discrete point in time where
performance begins to rise from chance, and b indexes
the rate at which accuracy grows from chance to asymp-
tote. Hierarchically nested models were fit to the data,
ranging from a null model (in which the four experimental
conditions in the interference type ! distractor type
manipulations were fit to a single asymptote, rate, and
intercept) to a fully saturated 12-parameter model, in
which each of the four conditions was fit with a unique
set of parameters. The equation in (6) was fit to the data
with an iterative hill-climbing algorithm (Reed, 1976),
similar to STEPIT (Chandler, 1969), which minimizes the
squared deviations of predicted values from observed data.
Fit quality was assessed by an adjusted R2 statistic—the
proportion of variance accounted for by the fit adjusted
by the number of free parameters (Judd & McClelland,
1989)—and by an evaluation of the consistency of the
parameter estimates across subjects.

In addition, we performed inferential tests of signifi-
cance (repeated-measures 2 (interference-type) ! 2 (inter-
vener type) ANOVA) on the individual participants’
observed data and on the fitted parameter estimates for

each of the candidate models described in the Results
section.

SAT results

Fig. 1 shows the average (over participants) d0 data as a
function of processing time for PI and RI constructions with
the two distractor types, together with a plot of the best
fitting 4k–1b–1d model. Table 2 presents the parameter
values for both the average data and for individual sub-
jects. Asymptotic accuracy was affected by both the inter-
ference manipulation and by the semantic properties of
the intervening noun phrase. This conclusion was sup-
ported by a repeated-measures ANOVA on the mean of
the last four d0 values, which provided an empirical esti-
mate of asymptotic accuracy. The PI-Unmatched condition
yielded the highest asymptote (3.08 d0 units), followed by
the PI-Matched condition (2.92 d0 units), then the RI-Un-
matched condition (2.85 d0 units) and the RI-Matched con-
dition (2.58 d0 units). The main effect of interference type
was significant, F1(1, 18) = 10.17, p < .006, g2

p ¼ :361;
F2(1, 33) = 5.95, p < .03, g2

p ¼ :153. The main effect of the
semantic manipulation was also significant,
F1(1, 18) = 7.10, p < .02, g2

p ¼ :283; F2(1, 33) = 4.43, p < .05,
g2
p ¼ :118. The interaction was not significant. Hierarchical

modeling of the data began with a null 1k–1b–1d model,
which assigned a common asymptote, rate, and intercept
to all four conditions. This fit produced an adjusted-R2 of
.976 for the average data, ranging from .593 to .947 across
the 19 participants. We next fit a 2k–1b–1d model to the
data, where one common asymptote was assigned to the
PI conditions and one to the RI conditions. The model pro-
duced an adjusted-R2 of .986 for the fit of the average data,
ranging from .685 to .951 for individual participants’ data.
All but 5 participants showed an increase in adjusted-R2 for
this model as compared to the 1k–1b–1d model, (average
adjusted-R2 increase = .023; minimum = ".004; maxi-
mum = .092). A paired t-test indicated that the parameter
estimates for the two asymptotes were significantly differ-
ent, t1(18) = 3.40, p < .005. The average of the parameter

Fig. 1. SAT results from Experiment 1.
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estimates for the PI conditions was 3.15, and the average
for the RI conditions was 2.87.

By comparison, a 4k–1b–1d model, which assigned sep-
arate asymptotes to the four conditions produced adusted-
R2 values of .995 for the average data, ranging from .890 to
.979 for individuals. Parameter estimates for the average
data were 3.13 for the PI-Unmatched condition, 2.99 for
the PI-Matched condition, 2.92 for the RI-Unmatched con-
dition and 2.67 for the RI-Matched condition. All partici-
pants but 1 showed an increase in the adjusted-R2 for the
4k–1b–1d model over the 1k–1b–1d model (average in-
crease = .07, ranging from ".001 to .303). This model was
also a better fit than the 2k–1b–1d model for all but one
participant’s data (average increase = .045, mini-
mum = ".001, maximum = .212). As suggested by the d0

analysis, an ANOVA on the asymptotic estimates for the
4k–1b–1d model indicated significant effects of interfer-
ence type, F1(1, 18) = 9.00, p < .008, g2

p ¼ :333 and the
semantic manipulation, F1(1, 18) = 6.80, p < .02, g2

p ¼ :274.
The interaction was not significant, F < 1. The average k
estimates across subjects were 3.17 for the PI-Unmatched
condition, 3.00 for the PI-Matched condition, 2.96 for the
RI-Unmatched condition, and 2.69 for the RI-Matched
condition.

Subsequent fits aimed at evaluating the effect of the
manipulations on processing speed. The data do not sug-
gest any differences in intercept (cf. Fig 2) and models
which expressed dynamics differences in intercept did
not fit the average data, nor the majority of participants,
better than those expressing differences in the rate param-
eter. Consequently, only models varying SAT rate are de-
scribed here. Three models were tested. Model A was a
4k–2b–1d model, assigning a common rate to the PI condi-
tions, and a second rate to the RI conditions. Model B was
also a 4k–2b–1d model, assigning a common rate to the
Unmatched conditions and a second rate to the Matched
conditions. Model C assigned a separate rate to each exper-

imental condition (4k–4b–1d). None of these models pro-
duced significant improvement in adjusted-R2 for the
average data: Models A and C had adjusted-R2 of .996,
and Model B had an adjusted-R2 of .995, matching that of
the 4k–1b–1d model. ANOVA tests on the parameter esti-
mates in these models were all insignificant. Consequently,
we concluded that there were no dynamics differences
among the conditions in this experiment.

Experiment 1B: eye-tracking method

Participants

Forty-eight students from NYU participated in the
experiment, receiving partial course credit. All were native
speakers of American English with normal or corrected to
normal vision. No participants in the eye-tracking study
had previously participated in the SAT version of the study.

Table 2
Experiment 1A: parameter estimates for the average data and individual participants for the 4k–1b–1d (PI = proactive interference; RI = retroactive
interference; UnM = Unmatched; M = Matched).

Adjusted R2 Asymptotes Rate (ms) Intercept

PI–UnM PI–M RI–UnM RI–M

Average .995 3.13 2.99 2.92 2.67 1.07 .818
S1 .944 3.13 2.74 1.91 2.27 2.81 1.39
S2 .913 3.05 3.44 3.41 2.65 1.83 .759
S3 .961 2.90 3.27 3.36 2.97 1.82 .704
S4 .946 3.80 3.04 3.13 2.79 1.05 .840
S5 .937 3.56 3.60 3.90 3.29 1.03 .902
S6 .897 2.10 2.12 1.12 1.23 1.25 .791
S7 .950 3.62 3.26 3.56 3.06 .811 .885
S8 .964 3.90 3.73 3.10 3.31 2.29 1.04
S9 .890 1.95 1.81 2.28 1.81 2.27 .937
S10 .958 3.57 2.10 3.70 2.57 .640 1.33
S11 .926 3.78 3.24 3.56 2.87 1.05 .621
S12 .951 2.91 2.67 2.32 2.32 1.26 .740
S13 .948 3.46 3.42 3.32 3.87 1.24 .770
S14 .934 2.88 2.76 2.33 1.43 1.46 1.01
S15 .979 3.09 3.15 2.59 2.95 2.03 .895
S16 .960 3.74 3.75 3.81 3.18 .944 1.10
S17 .932 3.59 3.58 3.30 3.14 .586 1.63
S18 .943 2.35 2.30 2.48 2.32 1.37 .816
S19 .950 2.85 3.03 2.99 3.09 1.39 .761

Fig. 2. SAT results from Experiment 2.
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Materials

Sentences were as shown in Table 1, except that a prep-
ositional phrase spillover region was added after the criti-
cal verb in each sentence (i.e., The judge who had declared
that the motion was inappropriate realized that the attor-
ney in the case compromised during the negotiations).
Unacceptable versions were not tested. These items were
interleaved with filler items comprised of sentences from
several unrelated experiments.

Procedure

We monitored eye-movements using a SensoMotoric
Instruments Eyelink I head-mounted eye-tracker sampling
at 500 Hz. Screen resolution was set at 1600 ! 1200 pixels.
Sentences were presented in a fixed-width font, with each
letter 18 pixels wide and 33 pixels high. No more than 80
characters were presented on one line of text. Stimulus
presentation was controlled using the Eyetrack 0.7.8 soft-
ware, available at http://www.psych.umass.edu/eyelab/.
The stimuli appeared on a CRT monitor approximately
71 cm from the participant’s eyes, where 1" of visual angle
corresponded to 2.7 characters. A chin rest was used to re-
duce head movement. Sentences were presented on two
lines; line breaks for the PI conditions occurred just prior
to the verb realized in Table 1 example, and after realized
in the RI conditions. Cloze comprehension questions que-
rying the long distance dependency were presented, but
only on 50% of the items in order to shorten experiment
time. As an example, the cloze question for the items in Ta-
ble 1 was ‘‘The _____ compromised.’’ Participants were re-
quired to click on one of two nouns occurring below the
cloze question to indicate their answer. The incorrect re-
sponse was randomly chosen from either of the remaining
two nouns in the sentence not occurring in the spillover re-
gion (e.g., judge or witness in Table 1). Overall accuracy was
81.5%. Further statistical analyses are not reported due to
the low number of trials per subject. Data were analyzed
using software available at the website mentioned above.

Analysis

We report results for two regions of interest. We refer
to the region containing the main verb as the critical re-
gion; this is the region where the distant subject must be
retrieved in order to complete the long distance depen-
dency. The spillover region refers to the region directly fol-
lowing the critical region (final region). Four measures are
presented: first pass reading time, corresponding to the
sum of all fixations in a region starting with the first fixa-
tion until the reader’s gaze exits the region either to the
left or the right; regression path time, corresponding to
the sum of all fixations from first entering a region until
moving past it to the right (including re-fixations of re-
gions to the left); total reading time, corresponding to
the sum of both the first-pass fixations and all subsequent
fixations in a region after the eyes have exited that region
and returned, including rereading time originating from re-
gions before or after the current region; and first-pass
regressions out, corresponding to the proportion of trials

on which the reader made at least one regression out of
the region after first entering it. Table 3 presents means
calculated after applying a winsorizing procedure in which
extreme values were replaced by three times the inter-
quartile range across all subjects for each condition. This
procedure tends to distort the data less than other proce-
dures based on standard deviation scores (Sturt, Pickering,
& Crocker, 1999). Prior to this procedure, the data were
trimmed by excluding all fixations less than 100 ms and
greater than 1200 ms. Maximum cutoffs were 1600 ms
for first pass reading, 10,000 for regression path, and
3000 ms for total reading time. These procedures affected
less than 4% of the data. In response to descriptive statistics
revealing a high degree of skewness in all dependent mea-
sures (first pass: skewness > 1.38; regression path: skew-
ness > 2.55; total time: skewness > 1.68), we conducted
statistical analyses on the log transform of reading time
variables. Assuming that long reading times reflect real dif-
ficulties and not measurement error, utilizing this transfor-
mation has the advantage of creating a more normal
distribution while not throwing away meaningful data.
Analyses on the untransformed data produced a similar
pattern of results.

Eye-tracking results

First pass
For the critical region, the effect of interference type

was significant, F1(1, 47) = 7.73, p < .008, g2
p ¼ :14;

F2(1, 35) = 10.73, p < .003, g2
p ¼ :23. The PI conditions were

read more quickly than the RI conditions (268 ms versus
304 ms). In the spillover region, the effect was also signif-
icant, F1(1, 47) < 13.85, p < .001, g2

p ¼ :23; F2(1, 35) = 22.53,
p < .0001, g2

p ¼ :39, but the direction was reversed. The PI
conditions were read more slowly than the RI conditions
(471 ms versus 411 ms). This is due to an interaction, in

Table 3
Experiment 1B winsorized reading times (in milliseconds) and proportion
of regressive eye-movements for each region for each dependent measure.
Standard error in parentheses, participants as the random factor.

Critical region Spillover region

First pass
PI/Sem. mismatch 265 (8) 453 (17)
PI/Sem. match 270 (8) 489 (20)
RI/Sem. mismatch 306 (11) 423 (17)
RI/Sem. match 304 (9) 399 (17)

Regression path
PI/Sem. mismatch 297 (12) 1400 (97)
PI/Sem. match 297 (11) 1471 (93)
RI/Sem. mismatch 412 (21) 2317 (168)
RI/Sem. match 454 (26) 2332 (173)

Total time
PI/Sem. mismatch 421 (19) 627 (25)
PI/Sem. match 441 (20) 636 (27)
RI/Sem. mismatch 611 (29) 720 (30)
RI/Sem. match 692 (33) 738 (34)

Proportion of regressions
PI/Sem. mismatch .05 (.02) .48 (.04)
PI/Sem. match .05 (.02) .56 (.03)
RI/Sem. mismatch .17 (.03) .60 (.03)
RI/Sem. match .20 (.03) .63 (.03)
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which the semantic manipulation resulted in faster times
for the RI conditions, but slower times for the PI conditions.
This interaction was significant in the analysis by items,
F2(1, 35) = 4.35, p < .05, g2

p ¼ :11 and marginal in the anal-
ysis by subjects, F1(1, 47) = 3.16, p < .09, g2

p ¼ :06. The ef-
fect of the semantic manipulation was not significant for
this measure in either region, Fs < 1.05.

First pass regressions
Interference type affected the proportion of first pass

regressions in the critical region, F1(1, 47) = 35.48,
p < .0001, g2

p ¼ :43; F2(1, 35) = 37.66, p < .0001, g2
p ¼ :52.

PI conditions invoked fewer regressions out of this region
than RI conditions (5% versus 18%). A similar effect, but
smaller in magnitude, was observed in the spillover region
(53% versus 62%), F1(1, 47) = 7.70, p < .01, g2

p ¼ :14;
F2(1, 35) = 4.45, p < .05, g2

p ¼ :11. Neither the effect of the
semantic manipulation nor the interaction were significant
in either region.

Regression path
The interference manipulation affected regression path

reading times in the critical region, producing shorter
times for the PI condition than the RI condition (297 versus
433). The effect was significant both by participants,
F1(1, 47) = 28.03, p < .0001, g2

p ¼ :37, and by items,
F2(1, 35) = 35.62, p < .0001, g2

p ¼ :50. The effect of the
semantic manipulation did not reach significance,
F1&2 < 1.29, nor did the interaction, F1&2 < 1. The interfer-
ence effect was also present in the spillover region. Again,
PI conditions had shorter regression path times than RI
conditions (1436 versus 2325) and the effect was signifi-
cant both by participants, F1(1, 47) = 37.57, p < .0001,
g2
p ¼ :44 and by items F2(1, 35) = 23.24, p < .0001,
g2
p ¼ :40. No other effect was suggested in either analysis

for this region.

Total time
The interference manipulation was also significant in

the critical region, again producing shorter total reading
times for the PI conditions than the RI conditions (431 ver-
sus 651). The effect was present in both the analysis by
participants, F1(1, 47) = 55.72, p < .0001, g2

p ¼ :54, and by
items, F2(1, 35) = 60.15, p < .0001, g2

p ¼ :63. The effect of
distractor type was also significant, with semantically un-
matched distractors producing shorter total reading times
than when the distractor matched the semantic properties
of the target noun (516 versus 566). The effect was signif-
icant both by participants, F1(1, 47) = 4.61, p < .04, g2

p ¼ :09
and by items, F2(1, 35) = 4.62, p < .04, g2 = .12. The interac-
tion was not significant, Fs < 1.27.

In the spillover region, the interference manipulation
was again significant, F1(1, 47) = 11.79, p < .002, g2

p ¼ :20;
F2(1, 35) = 9.15, p < .005, g2

p ¼ :21. With shorter total read-
ing times for the PI conditions than the RI conditions (636
versus 738). The was no suggestion of an effect of the
semantic manipulation nor the interaction in this region,
Fs < 1.

Experiment 1A&B: discussion

Experiments 1a and 1b are in complete agreement. Both
indicate that retroactive interference is more detrimental
than proactive interference during sentence processing,
yielding lower asymptotic performance in the SAT task,
more regressive eye movements and slower reading times
in all reading measures. They are also consistent in show-
ing a main effect of additional semantic/pragmatically
matching distractors, which is numerically larger in
asymptotic accuracy and total reading times in the RI con-
structions than in the PI constructions (although there was
no interaction). The presence of the effect in the SAT
asymptote—and not in rate or intercept—suggests the diffi-
culty is associated with a reduced probability of accessing
the target (with no effect on the speed of doing so). This
could arise either because the retrieval cues provided by
the verb are inadequate to distinguish between semanti-
cally similar constituents or because subsequent similar
items have a detrimental effect on the quality of the tar-
get’s representation itself, perhaps via a process of feature
overwriting (Nairne, 1990; Oberauer & Kliegl, 2006.) The
former assigns the locus of difficulty to retrieval processes
in particular, while the latter implicates encoding. We dis-
cuss these possibilities in more detail in ‘‘General
Discussion’’.

The fact that the semantic effect was observed in total
reading times (only) in the critical region, is consistent with
the suggestion that semantic similarity causes the target to
be unavailable for retrieval. Van Dyke (2007) argued that a
constituent that matches both the syntactic and the
semantic properties of the verb can have a ‘‘blocking’’ ef-
fect, so that the correct target cannot be retrieved, even
after it becomes apparent that the incorrect interpretation
was constructed.1 This may lead to increased re-reading in
the target region, as readers struggle to make sense of their
incorrect, yet irreparable interpretation.

One unexpected aspect of the eye-tracking data was the
significant cross-over interaction in the first pass reading
times in the final (spillover) region. Here, the semantic
manipulation produced the expected longer reading times
in the PI condition, consistent with the idea that increasing
the number of semantically appropriate distractors would
make processing difficult. This effect was expected at the
critical region, however, and it is possible that the increase
seen here reflects a true spillover from that region. Some
support for this idea comes from the small (and insignifi-
cant) slowdown for the additional distractor condition ob-
served in the critical region for the PI conditions (265 ms
versus 270 ms). The apparent speedup associated with the
semantic manipulation in the RI conditions is more diffi-

1 Van Dyke (2007) further suggested that this ‘‘blocking’’ phenomenon
may underlie what has been termed ‘‘Good-Enough’’ representations (e.g.,
Ferreira, Ferraro, & Bailey, 2002; Christianson, K., Hollingworth, A., Halli-
well, J., & Ferreira, F. (2001)). There, the claim is that initial interpretations
constructed in ambiguous contexts may be incompletely dismantled,
allowing the original (incorrect) thematic assignments to linger even after
disambiguation. Van Dyke suggested that reanalysis may be incomplete
when there are insufficient retrieval cues for accessing the alternative
representations (see also Van Dyke & Lewis, 2003), leaving the reader
‘‘stuck’’ with only the incorrect interpretation.
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cult to understand. Such a speedup may be related to the
higher proportion of regressions out of the previous region
in the RI conditions as compared to the PI conditions, dur-
ing which participants may have completed retrievals and/
or reanalyses that would enable them to judge whether
they understand the sentence or else give up because it
is too difficult. The former might occur if participants
incorrectly took the distractor as the subject of the critical
verb and did not realize their error, while the latter might
occur if readers have attempted to repair an incorrect
interpretation (perhaps even rereading the critical region),
but are unable to revise their interpretation because access
to the correct target is blocked. In either case the reduced
time in the spillover region seems to reflect a desire to
move quickly to the next trial, at least for some proportion
of participants. Further replication will be necessary to dis-
tinguish these possibilities and clarify whether this reading
time decrease is a reliable effect.

The SAT data provide additional information regarding
the type of retrieval mechanism employed during sentence
processing. As no differences in retrieval speed were ob-
served, this suggests that grammatical dependents are ac-
cessed via a direct access mechanism. This is contrary to
the predictions of a search mechanism, whether it be a for-
ward search from the beginning of the sentence or a back-
ward search for the appearance of the critical verb. In both
cases a search mechanismwould be affected by the number
of semantic distractors and we observed no difference in
speed between the unmatched semantic conditions, which
have only two nouns that fit the semantic requirements of
the critical verb, and the matched semantic conditions,
where there are three semantically appropriate nouns. This
conclusion is taken up in more detail in the General
Discussion.

Experiment 2: semantic interference with inappropriate
syntactic cues

In comprehension, the cues that drive retrieval must in-
clude morpho-syntactic constraints on the type of constit-
uent that is needed to resolve the dependency (see Martin
& McElree, 2008, 2009). Experiment 2 investigates whether
the findings from Experiment 1 hold in contexts where the
distracting NPs do not fit the syntactic cues from the criti-
cal verb. The sentences used in Experiment 1 were changed
so that the distracting subject–NP that varied in its seman-
tic–pragmatic fit now occurred in an object position, creat-
ing what we refer to as a low syntactic interference context
(Van Dyke & Lewis, 2003). We maintain the PI/RI manipu-
lation, with (4a&b) instantiating RI and (5a&b) containing
PI:

(4a) The attorney who the judge realized had rejected the
witness in the case compromised.
(4b) The attorney who the judge realized had rejected the
motion in the case compromised.
(5a) The judge who had rejected the witness realized that
the attorney in the case compromised.
(5b) The judge who had rejected the motion realized that
the attorney in the case compromised.

Again, (a) versions have high semantic–pragmatic inter-
ference, as there are three NPs that match the semantic
cues for an appropriate subject of compromised, whereas
(b) versions only have two such NPs. At issue was whether
we would observe the same effect of the manipulation of
semantic–pragmatic properties of this NP when it has syn-
tactic properties that mismatch the type of constituent
needed at the retrieval site. If semantic–pragmatic and
syntactic cues were combined in a weighted linear fashion,
then we would expect to see an effect of the semantic–
pragmatic manipulation, although perhaps not as large as
what was observed in Experiment 1. However, if syntactic
cues serve a gating function, then the expectation was that
manipulating the semantic–pragmatic properties of a syn-
tactically inappropriate NP would not engender different
amounts of retrieval interference. This is because unlike
in Experiment 1, distractors can be eliminated from con-
sideration based on their mismatching syntactic cues, de-
spite semantic properties that match the semantic cues
of the critical verb. Simply put, if cues about the syntactic
context where the appropriate noun should be found are
more important, then we may see no effect of the semantic
manipulation.

As with Experiment 1, we utilized both SAT and eye-
tracking methodologies, with identical methods of presen-
tation and analysis. For the SAT study, 20 participants from
the New York University community were recruited. All
were native American-English speakers with no history
of reading difficulty. They were paid a total of $70 at the
completion of five experimental sessions ($10/h). For the
eye-tracking study, an additional 48 students from NYU
participated in the experiment, receiving partial course
credit. All were native speakers of American English with
normal or corrected to normal vision. Accuracy on compre-
hension questions was 79% overall.

Table 4 presents the experimental materials used for
this experiment. As in Experiment 1, the eye-tracking ver-
sion of the experiment used the same materials as the SAT
experiment, except that a spillover region containing a
prepositional phrase was appended to the end of each sen-
tence (i.e., the judge who had rejected the motion realized
that the attorney in the case compromised during the nego-
tiations). Unacceptable sentences were not presented, and
filler sentences were drawn from other experiments.

Experiment 2A: SAT results

Fig. 2 shows the average (over participants) d0 data as a
function of processing time for PI and RI constructions with
the two intervener types. Asymptotic accuracy was af-
fected by the interference manipulation but not by the
semantic properties of the intervening noun phrase. This
conclusion was supported by a repeated-measures ANOVA
on the mean of the last four d0 values, which provided an
empirical estimate of asymptotic accuracy. The PI-Un-
matched condition yielded the highest asymptote (3.15 d0

units), followed by the PI-Matched condition (3.07 d0

units), then the RI-Unmatched condition (2.69 d0 units)
and the RI-Matched condition (2.84 d0 units) and. The effect
of interference type was significant: F1(1, 19) = 11.03,
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p < .004, MSE = .214; F2(1, 35) = 9.20, p < .005, MSE = .35,
with the average asymptote for the PI conditions being
3.11 and the average for the RI conditions being 2.76. The
effect of distractor type was not significant, F < 1, and the
interaction was marginal in the analysis by subjects,
F1(1, 19) = 3.30, p < .09, MSE = .079; F2(1, 35) < 1.

Hierarchical modeling of the data began with a null 1k–
1b–1d model, which assigned a common asymptote, rate,
and intercept to all four conditions. This fit produced an
adjusted-R2 of .979 for the average data, ranging from
.799 to .944 across the 20 participants. By comparison, a
2k–1b–1d model, which assigned separate asymptotes to
the two interference conditions, produced adjusted-R2 val-
ues of .992 for the average data, ranging from .869 to .953.
Parameter estimates for the averaged data are 3.29 for the
PI conditions, 2.97 for the RI conditions; Table 5 presents
estimates for individual subjects. All participants except
2 showed an increase in the adjusted-R2 for the 2k–1b–
1d model over the 1k–1b–1d model (average in-
crease = .025, ranging from ".002 to .113). As suggested
by the d0 analysis, there was a significant effect of interfer-
ence type on the asymptotic parameter estimates,
t1(19) = 3.67, p < .002. The average k estimates were 3.36
for the PI conditions and 3.02 for the RI conditions. Models

with additional asymptotes provided worse fits to the
data; for example, a 4k–1b–1dmodel with separate param-
eters for each condition, like the model fit to the Experi-
ment 1 data, produced an adjusted-R2 value of .943 for
the mean data (ranging from .888 to .962 for individuals).

Subsequent fits aimed at evaluating the effect of the
manipulations on processing speed. We evaluated models
that assigned either a separate rate parameter to the two
interfering conditions (Model A: 2k–2b–1d), a separate rate
parameter to the matched and mismatched distractor con-
ditions (Model B: 2k–2b–1d), and a separate rate parame-
ter for each of the four conditions (Model C: 2k–4b–1d).
We also evaluated the analogous models where these sep-
arate parameters were assigned to the model intercept
(i.e., Model A0: 2k–1b–2d assigns a single rate, but separate
intercepts for the two interfering conditions). Likewise, we
evaluated Model B0 (2k–1b–2d), assigning separate inter-
cepts for the matched and mismatched distractor condi-
tions, and Model C0 (2k–1b–4d).

Neither model with separate speed parameters for the
two interference conditions (A and A0) produced substan-
tial improvement over the single speed (2k–1b–1d) model.
Model A had an adjusted-R2 of .993 for the average data
(.001 improvement over the single rate model), but a
paired t-test on the rate parameters for Model A was only
marginally significant, t1(19) = 1.73, p < .10, suggesting
that the extra parameter was not capturing significant var-
iance across participants. Indeed, this model was better
than the single-rate model for only 9 out of the 20 partic-
ipants (average improvement = .0, minimum = ".02, maxi-
mum = .01). In contrast, a paired t-test on the intercept
parameters for Model A0 did produce a significant effect,
t1(19) = 2.71, p < .02, but the adjusted-R2 for this model
was identical to that of the single speed model (.992).
We concluded that this model did not produce a better
fit for the data than the single intercept model because it
produced improved adjusted-R2 values for only seven par-
ticipants (average increase = .001; minimum = ".002;
maximum = .01). For all other participants the adjusted-
R2 was either identical to the model with a single rate
and intercept (2k–1b–1d), or worse. Similarly, the models
that assigned separate speed parameters for the Matched
and Unmatched distractor conditions (Models B and B0)
did not produce a better fit to the average data than the
single speed model (Model B adjusted-R2 = .990; Model B0

adjusted-R2 = .992). In addition, a paired t-test comparing
the different parameters for the two conditions was not
significant for either model, ps > .22.

Both the models that assigned separate rate or intercept
parameters to the four conditions (Models C and C0)

Table 4
Example materials from Experiment 2 (low syntactic interference conditions). Acceptable and unacceptable conditions are represented by substituting the
appropriate verb as the final word of the sentence. Slashes represent phrasal chunks displayed during SAT presentation.

Proactive interference condition
1. Semantic mismatch The judge / who had rejected / the motion / realized that the attorney / in the case / [compromised/entwined].
2. Semantic match The judge / who had rejected / the witness / realized that the attorney / in the case / [compromised/entwined].

Retroactive interference conditions
3. Semantic mismatch The attorney / who the judge realized / had rejected / the motion / in the case / [compromised/entwined].
4. Semantic match The attorney / who the judge realized / had rejected / the witness / in the case / [compromised/entwined].

Table 5
Experiment 2A: parameter estimates for the average data and individual
participants’ data for the 2k–1b–1d model. (PI = proactive interference;
RI = retroactive interference).

Adjusted R2 Asymptotes Rate Intercept (ms)

PI RI

Average .992 3.29 2.97 .694 .805
S1 .953 3.86 3.41 .802 1.25
S2 .904 1.86 2.16 .834 1.11
S3 .912 3.16 2.08 .757 1.48
S4 .932 3.55 3.42 1.99 .664
S5 .882 3.18 3.23 1.41 .808
S6 .935 2.28 2.13 .897 1.46
S7 .908 3.80 3.25 2.59 .738
S8 .869 2.89 2.32 .975 .885
S9 .927 4.54 4.16 .286 .817
S10 .900 2.97 2.58 .582 1.94
S11 .931 4.27 3.64 .430 1.16
S12 .907 3.88 2.76 1.10 1.20
S13 .902 2.80 3.00 1.34 .842
S14 .899 2.69 2.65 1.55 .768
S15 .947 4.08 3.81 .461 .845
S16 .922 4.30 3.51 .580 1.24
S17 .946 3.29 3.56 .616 1.31
S18 .937 3.72 3.54 2.00 .704
S19 .923 2.78 2.70 1.16 1.06
S20 .943 3.26 2.49 1.04 1.29
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produced a small improvement (.001) in adjusted-R2 for
the average data over the single-speed model. Average
improvement for individual participants was .01 for the
model with different rate parameters (minimum = ".02;
maximum = .03), and .002 for the model with different
intercept parameters (minimum = ".005; maxi-
mum = .020. However 2 (interference type) ! 2 (distractor
type) ANOVA testing for Model C on the rate parameter
estimates across individuals produced no significant ef-
fects, ps > .15, suggesting that the additional parameters
were not capturing significant variation. In contrast, ANO-
VA testing on the intercepts for Model C0 produced a signif-
icant effect of interference on the intercept parameters,
F1(1, 19) = 7.00, p < .02, but no effect of the number of dis-
tractors. Although this model did produce an increased ad-
justed-R2 value for the average data of .001, and a mean
increase of .002 across participants (min = ".005,
max = .015), this was true for only 12 of the 20 partici-
pants. Since the latter model did not produce a consistent
improvement over the model with no dynamics differ-
ences, we concluded that there was not sufficient evidence
in the data to suggest dynamics differences were present.

Experiment 2B: eye-tracking results

As in Experiment 1, analyses were performed on log
transformed data due to skewness (first pass, skew-
ness > 1.69; regression path, skewness > 2.94; total time,
skewness > 1.46). Table 6 reports reading times after sub-
mission to the winsorizing procedure described above.
We report the same regions of interest and the same
dependent measures as in the previous experiment.

First pass
In the critical region, the effect of interference was sig-

nificant, F1(1, 47) = 8.50, p < .006, g2
p ¼ :15; F2(1, 35) = 5.28,

p < .03, g2
p ¼ :13. This effect was only marginal in the anal-

ysis by items on the untransformed data, F2(1, 35) = 3.45,
p < .08, g2

p ¼ :09, but the effect was significant in the anal-
ysis by subjects for untransformed data. The PI conditions
were read more quickly than the RI conditions (271 versus
288 ms). Neither the semantic manipulation, nor the inter-
action were significant, Fs < 1.08. There were also no signif-
icant effects in the spillover region, all Fs < 1.

First pass regressions
There were no significant effects in the critical region.

The effect of interference was marginal in the spillover re-
gion, F1(1, 47) = 3.09, p < .09, g2

p ¼ :06; F2(1, 35) = 2.89,
p < .10, g2

p ¼ :08. The RI conditions produced a higher pro-
portion of regressions in the final region than the PI condi-
tions (.54 versus .48).

Regression path
In the critical region, there were no significant effects,

Fs < 1. In the spillover region, the effect of interference
was significant, F1(1, 47) = 13.31, p < .001, g2

p ¼ :22;
F2(1, 35) = 7.96, p < .01, g2

p ¼ :19. This was due to slower
reading times in the RI conditions than in the PI conditions
(1539 versus 2088). No other effects were significant,
Fs < 1.

Total times
In the critical region, the effect of interference was sig-

nificant, F1(1, 47) = 24.48, p < .0001, g2
p ¼ :34; F2(1, 35) =

12.91, p < .001, g2
p ¼ :27 This is due to the RI conditions

being read more slowly than the PI conditions (504 versus
422 ms). Neither the effect of the semantic manipulation
nor the interaction was significant in this region. In the
spillover region, the interference effect was marginal in
the analysis by subject, F1(1, 47) = 3.42, p < .08, g2

p ¼ :07,
and did not reach significance in the analysis by items,
F < 1.94. These effects came out more strongly in the
analyses on untransformed data, where the effect was sig-
nificant in the analysis by subjects, F1(1, 47) = 4.94, p < .04,
g2
p ¼ :10; and marginal in the analysis by items,

F2(1, 35) = 2.91, p < .10, g2
p ¼ :08. As in the critical region,

RI conditions were read more slowly than the PI conditions
(747 versus 681).

Experiments 2A&B: discussion

Both experiments were consistent with Experiments
1A&B in showing that RI is more detrimental than PI, caus-
ing both lower asymptotic values in the SAT task and
slower reading times. The SAT results were also consistent
with those in Experiment 1A in showing no indication of
retrieval speed differences associated with type of interfer-
ence or number of semantic distractors. As noted above,
this gives further support for the use of a direct (content-
addressable) access mechanism in sentence processing.

Of particular note is the lack of any effects associated
with the semantic manipulation in either Experiment 2A
or 2B. This null result, observed in two different experi-
mental paradigms, when compared to the positive results
observed in the same paradigms in Experiments 1A&B,

Table 6
Experiment 2B, winsorized reading times (in milliseconds) and proportion
of regressive eye-movements for each region for each dependent measure.
Standard error in parentheses, participants as the random factor.

Critical region Spillover region

First pass
PI/Sem. mismatch 268 (9) 489 (19)
PI/Sem. match 275 (9) 473 (17)
RI/ Sem. mismatch 291 (9) 499 (19)
RI/Sem. match 284 (9) 458 (17)

Regression path
PI/Sem. mismatch 329 (14) 1483 (98)
PI/Sem. match 330 (14) 1596 (110)
RI/Sem. mismatch 329 (13) 2081 (150)
RI/Sem. match 343 (16) 2095 (152)

Total time
PI/Sem. mismatch 402 (17) 696 (28)
PI/Sem. match 442 (22) 665 (26)
RI/Sem. mismatch 503 (22) 765 (30)
RI/Sem. match 505 (22) 728 (32)

Proportion of regressions
PI/Sem. mismatch .08 (.02) .49 (.04)
PI/Sem. match .09 (.02) .47 (.04)
RI/Sem. mismatch .04 (.01) .53 (.04)
RI/Sem. match .08 (.02) .54 (.04)
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strongly suggests that syntactic context may affect the ex-
tent to which semantic interference influences compre-
hension. We discuss this further below.

General discussion

The reported experiments investigated the effects of
semantic and syntactic competitors on memory retrieval
in proactive interference (PI) and retroactive interference
(RI) configurations. We contrasted PI and RI effects in com-
prehension to extend prior investigations of the retrieval
operations to a broader class of search models. We manip-
ulated the semantic and syntactic overlap between com-
petitors in the sentence and the to-be-retrieved
constituent to investigate the unexplored issues of what
cues drive retrieval and how those cues combine.

PI and RI effects on comprehension

Retrieval speed
The key prediction of a search operation is that retrieval

time depends on the number of competitors in the hypoth-
esized search path. PI conditions placed competitors before
the to-be-retrieved constituent, while RI conditions place
competitors between the to-be-retrieved constituent and
retrieval site. Consequently, retrieval time is predicted to
be longer in PI than RI configurations if a forward search
is operative, while the opposite ordering is predicted if a
backward search is operative. Crucially, there was no evi-
dence from either SAT study that processing speed (SAT
intercept or rate) varied across PI and RI conditions. This
is consistent with past time-course studies of retrieval in
comprehension, showing that retrieval speed is unaffected
by number of competitors interpolated between a depen-
dent constituent and the retrieval site (Foraker & McElree,
2007; Martin & McElree, 2008, 2009; McElree, 2000; McEl-
ree et al., 2003). The time-course patterns observed here
are inconsistent with a backward search operation, the
type of retrieval operation that has been found to mediate
the recovery of relational information in other domains
(McElree, 2001, 2006; McElree & Dosher, 1993). Notably,
the current experiments extend past research by demon-
strating that the time-course profiles are also inconsistent
with a forward search, which predicts retrieval speed in PI
configurations should be slower than RI configurations.
Caution must be exercised when attempting to reject the
full class of possible search models on the basis of the cur-
rent set of manipulations, however. Aside from the direc-
tionality of the search, time-course predictions for any
search operation depend on how the search set is con-
structed (Martin & McElree, 2008). Determining the nature
of the search set is relatively straightforward in basic stud-
ies of memory retrieval using unstructured lists: In those
cases where a search operation appears to be operative
(e.g., the recovery of order information), the evidence indi-
cates that the search set consists of a linear sequence of
available representations of the list, where availability is
a direct function of the recency of encoding (e.g., McElree,
2001, 2006; McElree & Dosher, 1993). However, sentence
processing requires encoding of the syntactic and semantic

relations between sentential elements, which can be ex-
pected to result in highly structured representations that
might be searched in a manner substantially different from
a linear sequence of items. Thus, it is important to
acknowledge that our PI/RI manipulations are confounded
with different hierarchical relationships between the rele-
vant nouns (i.e., presence in a subordinate versus main
clause and simple versus complex subject structure) and
further experimentation will be required to disentangle
this issue. Previous research exploring how the geometry
of hierarchical structure within a sentence affects the
search path does give reason to be confident that the cur-
rent conclusions will ultimately prove correct, however.
McElree et al. (2003) contrasted sentences that varied the
distance of the search path through either a hierarchically
encoded or a linear representation and as in the current
studies, found no evidence for either type of search
operation.

Retrieval accuracy
Although PI and RI configurations did not differentially

affect retrieval speed, asymptotic accuracy was higher in PI
conditions than RI conditions in both SAT experiments.
These differences in accuracy demonstrate that competi-
tors interpolated between the initial encoding and the re-
trieval of a target constituent have a more disruptive
effect on comprehension than those encoded before the
target constituent. This result may arise either because
the competitors make it more difficult to retrieve the tar-
get or because they reduce the quality of the target repre-
sentation during encoding. In the current task, either factor
would serve to lower the accuracy of an associated accept-
ability judgment. A number of related pieces of evidence
help to distinguish these two explanations.

First, in the analogue reading studies (Experiments 1B
and 2B), the differences in SAT asymptotic accuracy were
reflected in the time readers spent on the region containing
the retrieval site, with longer first-pass, regression path,
and total reading times in RI than PI conditions. Addition-
ally, when competitors shared semantic and syntactic
properties with the target constituent (Experiment 1B),
readers more frequently regressed out of the critical region
in RI than PI configurations. The locus of these findings
suggest that readers found this region more difficult to
interpret in RI than PI configurations, as would be expected
if they were less likely to adequately retrieve a representa-
tion of the constituent needed to resolve the dependency
at the critical region.

Additional support for a retrieval locus to the observed
effects comes from basic research on forgetting (Bjork,
2003). From this perspective, lower levels of accuracy for
RI as compared to PI configurations are not surprising be-
cause the to-be-retrieved noun phrase is more recent in
PI conditions, and hence likely to have a higher fidelity rep-
resentation that may be easier to retrieve. A recency expla-
nation which implicates decay as the causal factor
distinguishing recent from distant competitors would
not, however, provide a sufficient account of all asymptotic
differences. Notably, it would not explain why different
NPs (e.g., the witness and the motion in Experiment 1) in
otherwise identical sentences differ in asymptotic accuracy
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in both PI and RI conditions. This type of difference impli-
cates interference as a determinant of retrieval failure, as it
assigns a causal role to item-specific properties of the NPs
themselves. Consistent with basic memory research, which
has increasingly looked away from decay-based explana-
tions and towards accounts that emphasize interference
(e.g., Anderson & Neely, 1996; Crowder, 1976; see Nairne
(2002) for a review), the asymptotic differences between
PI and RI conditions can be readily explained by the fact
that competitors provide a stronger source of interference
in RI configurations because they are more recent than
competitors in the PI configurations.

Several models have been proposed to explain the
mechanism through which interference has its effect. For
example, Nairne’s (1990) Feature model exemplifies one
possible approach in which items are represented as vec-
tors of features with values of +1 and "1. Individual fea-
tures are probabilistically overwritten (assigned a null
value) if that feature occurs in a subsequent item. This cap-
tures the intuition that shared features lose their ability to
contribute to the distinctiveness of a representation. Simu-
lations with this model have shown it to account for many
signature phenomena in the serial recall literature, includ-
ing modality effects, effects of articulatory suppression,
and phonological similarity.

In its original form, this model would not be able to ac-
count for the observed accuracy differences in PI and RI
conditions, however, because feature overwriting was as-
sumed to be limited to adjacent items only. Oberauer and
Kliegl (2006) have proposed a model with extended over-
writing among all items held concurrently in working
memory. Retroactive interference arises because the fea-
tures of item n have a degrading effect on item n " 1,
reducing the probability of accessing that item because
each overwritten feature represents a potential retrieval
cue that has been rendered ineffective. This means that
the quality of the representation of attorney in an RI sen-
tence such as (2b, repeated here) would be quite poor,
due to the presence of two other nouns that share its syn-
tactic and semantic features. In contrast, the representa-
tion of attorney in a PI sentence (e.g., 3a) would be much
better, since the only subsequent noun (case) to overwrite
its features has limited semantic overlap. This will yield a
higher probability for retrieving attorney in the PI sen-
tences as compared to the RI conditions.

(2b) The attorney who the judge realized had declared
that the witness was inappropriate compromised.
(3a) The judge who had declared that the witness was
inappropriate realized that the attorney for the case
compromised.

It is important to note that these feature overwriting ac-
counts both assume that interference has its primary effect
on memory storage (or encoding): A representation loses
distinctiveness at retrieval because some of its stored fea-
tures have been overwritten by the subsequent encoding
of similar items. This approach differs from the cue-over-
load account (e.g., Nairne, 2002; Watkins & Watkins,
1975; Öztekin & McElree, 2007) discussed in the Introduc-
tion, which attributes the detrimental effects of interfer-

ence to the loss of the distinctiveness of cues at retrieval
rather than to memory overwriting. We believe that a
cue-overload approach provides a better account of our
data, as well as the data from other interference studies.

This view comports with the results of studies that have
specifically aimed to determine the locus of interference
effects, all of which have favored the retrieval view. The
most compelling evidence is that adverse effects of inter-
ference can be eliminated by changing cues at retrieval,
both in comprehension (Van Dyke & McElree, 2006) and
basic memory studies (Dillon & Bittner, 1975; Gardiner
et al., 1972; Tehan & Humphries, 1996; Öztekin & McElree,
2007). A related effect is evident here. The semantic inter-
ference effect found in Experiment 1 was notably absent in
Experiment 2, where the crucial competitor, either the wit-
ness or the motion, occurred in an object position rather
than subject position, as in 4a–b repeated here.

(4a) The attorney who the judge realized had rejected the
witness in the case compromised.
(4b) The attorney who the judge realized had rejected the
motion in the case compromised.

Although proponents of feature overwriting could argue
that the witness will overwrite fewer features in the attor-
ney when it is encoded as a grammatical object rather than
as a grammatical subject (e.g., 2b), this account would still
predict that the witness would overwrite more features
than would the motion in (4b) due to shared animacy fea-
tures with the target, which would lead to higher retrieval
probability in (4a). In contrast, a cue-overload approach, in
which interference is conditioned on the cues at retrieval,
provides an organic account of the context-dependent ef-
fects of interference seen in our experiments. Because the
cues driving retrieval at the verb compromised presumably
reflect the fact that it requires an NP grammatically en-
coded as a subject, neither the witness nor the motion, when
encoded as objects, would be expected to reduce the dis-
tinctiveness of the attorney if the grammatical constraints
of the verb are strongly weighted at retrieval. We continue
this discussion below.

Syntactic and semantic interference: cue combinatorics

Cue-based retrieval models typically operate via global-
matching, and in some applications all retrieval cues are
thought to combine equally and simultaneously at retrie-
val time (Clark & Gronlund, 1996). If cues combine equally
in sentence comprehension, then regardless of the syntac-
tic context, distractors that match the semantic/pragmatic
cues at retrieval should engender greater interference than
distractors that mismatch those cues. In our materials, a
distractor like witness should engender more interference
than a distractor like motion when the semantic/pragmatic
cues from the context and a verb like compromised drive
retrieval. Experiments 1A and 1B demonstrated that this
was case. However, no such effect was found in Experi-
ments 2A and 2B, when the distractors appeared in an ob-
ject rather than subject position. The differences between
the first and second experiments provide prima facie evi-
dence that syntactic cues are used in retrieval; otherwise,
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we should have observed comparable differences between
semantic/pragmatic matching and mismatching distrac-
tors in the two experiments. More importantly, however,
the absence of any effect of distractor type in the second
experiment indicates that semantic/pragmatic and syntac-
tic cues are not combined in an additive fashion. Rather,
the latter appears to nullify the detrimental effect of the
former.

The pattern reported here indicates, minimally, that
syntactic cues are given greater weighting than semantic
cues, so that distractors with inappropriate syntactic fea-
tures have very low retrieval probability even when they
have appropriate semantic/pragmatic properties. While it
has not been the practice to apply differential weighting
for different types of cues in the memory domain, the no-
tion that certain sources of information are valued differ-
ently during language tasks has been explored in
language research. For example, the Competition Model
proposed by MacWhinney, Bates, and colleagues (e.g.,
MacWhinney & Bates, 1989; MacWhinney, Bates, & Kliegl,
1984) proposes that the frequent and reliable sources of
information in a language (e.g., word order, agreement,
case marking, etc.) play a dominant role in determining
interpretation. Cues regarding the particular syntactic role
that a noun phrase holds within a sentence could naturally
join such a list, as such information is diagnostic of the par-
ticular relationships between agents in each individual lin-
guistic expression. Moreover, there is a large body of
evidence (discussed in the Introduction), pointing to the
primacy of syntactic structure in determining interpreta-
tion. While this latter research has not investigated the
role of syntactic cues in retrieval contexts, it sets a strong
precedent for the notion that syntactic information may
be given preferential value.

Combinatorially, either a linear or a non-linear cue
weighting scheme could achieve the results observed here.
In a linear scheme, cues are combined in a weighted fash-
ion, as they are assumed to be in many cognitive and per-
ceptual domains (e.g., Trommershäuser et al., in
preparation), with extreme differential weights on syntac-
tic and non-syntactic cues, so that the latter would have
little or no measurable effect when a distracting element
was syntactically inappropriate. A nonlinear scheme, in
contrast, places a much stronger constraint on the retrieval
architecture and on the contents of the search space,
implying that syntactic cues serve a gating function, so that
only candidates in memory with matching syntactic prop-
erties are considered. Distinguishing between these two
possibilities is difficult because a linear scheme can mimic
a nonlinear scheme if the weighting differential were suf-
ficiently large. It is possible to rule out a nonlinear scheme,
however, if distractors with inappropriate syntactic prop-
erties are found to engender retrieval interference. There
are two suggestive findings in the literature, which might
be interpreted in such a fashion, although neither provides
definitive evidence.

The first is the data from dual-task paradigm studies
(e.g., Fedorenko et al., 2006a; Gordon et al., 2002; Van Dyke
& McElree, 2006), described above, where nouns retained
in memory while processing a sentence produced proac-
tive interference effects on reading times when they

matched the semantic cues from the critical verb at the re-
trieval site. One might argue that a nonlinear scheme
would predict that these nouns should not produce any
semantic interference because they were not encoded into
a syntactic context and therefore should not resonate with
the syntactic cue at retrieval. This challenge to the non-lin-
ear account is weakened, however, by the possibility that
the absence of a syntactic feature may not be considered
to be a mismatching feature, making these results orthog-
onal to the issue of whether syntactic cues categorically re-
strict the set of potential distractors.

The second relevant study is Van Dyke (2007), which re-
ported semantic interference effects on reading times and
comprehension accuracy from sentence-internal distrac-
tors with mismatching syntactic cases, as in (10).

(10) The pilot remembered that the lady who was sitting
near the smelly [seat/man] moaned about a refund.

These results are at odds with those of Experiment 2,
where semantic interference was not observed. A notable
difference between the two studies is that the semantic
distractor occurred as a direct object in the current study
(cf. Table 4), while it occurred as the object of a preposition
in the Van Dyke (2007) study. Most grammatical theories
make hierarchical distinctions between core arguments
(i.e., subject, object, sometimes indirect objects) and other
modifying adjuncts (or oblique arguments), including prep-
ositional phrases (Bresnan, 2001; Chomsky, 1981; Culicov-
er & Jackendoff, 2005; Frazier & Clifton, 1996; Keenan &
Comrie, 1977; Perlmutter, 1983; Van Valin & LaPolla,
1997). In these formulations, a core argument, such as a di-
rect object, plays a more prominent role at the interface
between syntactic structure and semantic interpretation
than adjuncts because the former specifies the thematic
relationships that noun phrases play with respect to the
meaning of the predicate (i.e. Agent, Patient, Theme, etc.).
Consequently, it is possible that the syntactic encoding of
adjuncts is less distinctive than arguments, and that these
syntactic features are not salient enough to produce a mis-
match for the purpose of syntactic gating, making distrac-
tors in these positions available to produce interference
when those in core argument positions are more easy to
rule out. If this is correct, then the distractors in a sentence
like (10) are functionally equivalent to the non-sentential
nouns in the Van Dyke and McElree (2006) study, having
little or no relevant syntactic features with which to be
eliminated from the distractor set. This is akin to the chal-
lenge presented by the dual-task paradigm data; but it suf-
fers from the same weakness: an alternative valuation
scheme may also be at work, where less distinctive syntac-
tic features may produce a greater mismatch by virtue of
their absent or weakly represented features.

Thus, there is so far no definitive evidence to rule out a
nonlinear scheme for combining retrieval cues, where syn-
tactic cues may serve to restrict the potential distractor set.
However, the current evidence does clearly support at least
a linear scheme with differential weighting for syntactic
and semantic cues, such that syntactic cues are weighted
more strongly, giving them the potential for canceling
out semantic distractors in highly salient syntactic
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positions. Further research across a variety of syntactic
contexts is needed to determine whether a weighted linear
scheme for combining cues at retrieval may hold more
generally, or whether a non-linear, gating scheme is at
work.

Conclusion

The findings from the reported SAT and eye-tracking
experiments add to a growing body of research indicating
that the representations formed during sentence compre-
hension are content addressable and retrieved with a
cue-driven, direct-access operation. The susceptibility of
this type of retrieval mechanism to interference provides
an alternative account of constraints on sentence process-
ing that have traditionally been attributed to WM capacity
and resource limits. The reported studies demonstrate that
interference lowers retrieval accuracy, but does not affect
retrieval speed. Notably, we found that syntactic con-
straints at the retrieval site are among the cues that drive
retrieval in comprehension, and that these constraints
may limit potential sources of interference from memory
constituents that have semantic properties in common
with the target constituent. Minimally, our data indicate
a combinatorics scheme in which syntactic constraints
are weighted more heavily than semantic constraints in
retrieval.

A major implication of the current study is that the re-
trieval mechanism utilized during language comprehen-
sion is (at least) functionally identical to that utilized in
non-language domains (i.e., content-addressable retrieval).
Since differential weighting schemes are not typically as-
sumed in models of list memory retrieval, assignment of
different weights for particular types of features (syntactic,
semantic, referential) may be one way that the basic mem-
ory mechanism is further specialized for language—even
for particular languages, while retaining the same retrieval
mechanism for accessing previously encoded information.
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