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Feng Y, Gracco VL, Max L. Integration of auditory and somato-
sensory error signals in the neural control of speech movements. J
Neurophysiol 106: 667–679, 2011. First published May 11, 2011;
doi:10.1152/jn.00638.2010.—We investigated auditory and somato-
sensory feedback contributions to the neural control of speech. In task
I, sensorimotor adaptation was studied by perturbing one of these
sensory modalities or both modalities simultaneously. The first for-
mant (F1) frequency in the auditory feedback was shifted up by a
real-time processor and/or the extent of jaw opening was increased or
decreased with a force field applied by a robotic device. All eight
subjects lowered F1 to compensate for the up-shifted F1 in the
feedback signal regardless of whether or not the jaw was perturbed.
Adaptive changes in subjects’ acoustic output resulted from adjust-
ments in articulatory movements of the jaw or tongue. Adaptation in
jaw opening extent in response to the mechanical perturbation oc-
curred only when no auditory feedback perturbation was applied or
when the direction of adaptation to the force was compatible with the
direction of adaptation to a simultaneous acoustic perturbation. In
tasks II and III, subjects’ auditory and somatosensory precision and
accuracy were estimated. Correlation analyses showed that the rela-
tionships 1) between F1 adaptation extent and auditory acuity for F1
and 2) between jaw position adaptation extent and somatosensory
acuity for jaw position were weak and statistically not significant.
Taken together, the combined findings from this work suggest that, in
speech production, sensorimotor adaptation updates the underlying
control mechanisms in such a way that the planning of vowel-related
articulatory movements takes into account a complex integration of
error signals from previous trials but likely with a dominant role for
the auditory modality.

sensorimotor integration; adaptation; speech motor control; auditory
feedback; somatosensory feedback

SENSORY INFORMATION plays a critical role in learning motor
skills, adapting to new environments, and maintaining accurate
performance of motor activities such as reaching, grasping, and
speaking. Empirically, it has been demonstrated that both limb
and speech motor behavior are affected by perturbed sensory
feedback. One approach has examined changes in motor be-
havior as a result of unexpected alterations of sensory feedback
or perturbations of the effectors. For speech, such studies have
observed immediate compensatory adjustments in the per-
turbed as well as nonperturbed articulators in response to
mechanical perturbations of the lips or jaw (Folkins and Abbs
1975; Abbs and Gracco 1984), an altered hard palate (Honda et

al. 2002), and altered auditory feedback (Burnett et al. 1998;
Purcell and Munhall 2006b). A different approach involves
perturbing sensory feedback or effector motion in a consistent
rather than unexpected manner and examining the process of
sensorimotor adaptation, a gradual learning of adjusted move-
ments that achieve the desired sensory consequences. Adapted
responses typically are predictive (observed from the begin-
ning of the movement) rather than reactive and are character-
ized by after-effects when normal feedback is restored (Cohen
1966; Shadmehr and Mussa-Ivaldi 1994). Thus, the central
nervous system takes the altered environment into account
during movement planning and appears to learn a new mapping
between sensory consequences and motor commands.

For speech production, sensorimotor adaptation has been
demonstrated with auditory feedback manipulations (Houde
and Jordan 1998, 2002; Max et al. 2003; Shiller et al. 2009),
structural changes of the vocal tract (Baum and McFarland
1997; Jones and Munhall 2003; Hamlet et al. 1976; Savariaux
et al. 1995), and mechanical perturbations of jaw movement
trajectory (Nasir and Ostry 2006; Tremblay et al. 2003, 2008).
After similar work with whispered speech (Houde and Jordan
1998, 2002), studies in which the formant frequencies (vowel-
specific vocal tract resonances) in the real-time auditory feed-
back signal were digitally shifted up or down during normally
voiced speech showed that subjects adjusted their articulation
such that the produced formant frequencies were modified in
the opposite direction of the experimental manipulation (Max
et al. 2003). Adaptation and after-effects occurred during the
production of isolated vowels as well as meaningful words.
Moreover, adaptation was measurable at vowel onset, occurred
with both suddenly and incrementally introduced perturba-
tions, occurred after only a few trials, differed in extent across
different vowels, and decreased in extent for very large per-
turbations. Other researchers have replicated selected aspects
of these findings in studies in which only the first formant (F1)
was shifted (Purcell and Munhall 2006a; Villacorta et al.
2007). Interestingly, data from one study suggest that subjects
who show more extensive adaptation may have better auditory
acuity (Villacorta et al. 2007).

For force field perturbations that affect jaw motion during
speech without measurable effects on the associated acoustic
output, the reported data were obtained after hundreds of
learning trials, and even then 30% or more of the subjects
showed no adaptation (Nasir and Ostry 2006; Tremblay et al.
2003). In fact, Nasir and Ostry (2006) noted that “about 70%
showed improvement (or at least no deterioration) in perfor-
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mance with training. The remainder got worse with training.”
Such findings may be consistent with the long-standing hy-
pothesis that, at least for vowel production, the achievement of
task goals is monitored mainly in the auditory domain (Gracco
and Abbs 1986; Guenther et al. 1999, 2006; Perkell et al. 1993,
2000, 2008). It is noteworthy in this context that, to date,
formant shifts in the feedback signal have been demonstrated
to lead to adaptation despite the fact that this requires atypical
movement patterns, whereas adaptation to jaw force fields has
been tested only when neither the perturbation nor the adapta-
tion resulted in measurable changes of the speech acoustics.
Thus, although directly related to fundamental questions re-
garding the relative weighting of auditory versus somatosen-
sory (specifically kinesthetic) feedback signals in the neural
control of speech movements, it remains unknown whether
force field perturbations would still result in similar adaptation
if adapting could only be accomplished at the cost of atypical
speech acoustics.

Here, we investigated this question of multimodality sensory
integration in speech production directly by examining speech
acoustics and kinematics in conditions with only an auditory
perturbation, only a somatosensory perturbation, simultaneous
compatible auditory and somatosensory perturbations (i.e.,
feedback in the two modalities provides nonconflicting infor-
mation about the type of error), or simultaneous incompatible
auditory and somatosensory perturbations (i.e., feedback in the
two modalities provides conflicting information about the type
of error). Auditory perturbations consisted of upward shifts in
F1 frequency (a higher F1 frequency normally results from a
greater extent of oral opening), and somatosensory perturba-
tions consisted of loads applied to the jaw in the direction of
either opening or closing. Uncompensated loads in the opening
direction would lead to more oral opening, and thus these loads
would further increase the amount of auditory error. As a
result, adapting to such a downward force on the jaw would
also assist with reducing auditory error. Uncompensated loads
in the closing direction would reduce oral opening, and thus
these loads would decrease the amount of auditory error. As a
result, adapting to an upward force on the jaw would oppose
the reduction of auditory error, whereas not adapting to the
force would reduce auditory error. The primary experimental
question was whether adaptation to a simultaneous manipula-
tion of F1 and jaw position serves to minimize mainly the
auditory error or somatosensory error. A secondary goal was to
examine the potential relationship, if any, between auditory or
somatosensory acuity and sensorimotor adaptation.

MATERIALS AND METHODS

Subjects

Subjects were eight adults (4 women and 4 men) from 18 to 31 yr
of age (mean: 22 yr, SD: 4.4 yr). All subjects were native speakers of
American English who reported no speech, language, hearing, or
neurological disorders and who did not take medications that affect
sensorimotor functioning. Behavioral pure tone hearing thresholds
were 20 dB hearing level or lower for the frequencies of 250 Hz to 8
kHz. Subjects completed a pretest and task I (a task with four
sensorimotor adaptation conditions) on 1 day and task II (an auditory
acuity task) and task III (a somatosensory acuity task) 10–14 days
later. All subjects gave informed consent before participation, and all
study procedures were approved by the local Institutional Review
Board.

Pretest and Task I

Pretest procedures. A pretest was conducted with each subject to
estimate the acoustic and kinematic parameters needed for the imple-
mentation of subsequent tasks I and III and to examine the effect on
speech acoustics and kinematics when jaw perturbations were deliv-
ered unpredictably (i.e., without sensorimotor adaptation). Subjects’
speech was recorded with a microphone (WL185, Shure), amplifier
(DI/O Preamp system 267, ART), and a high-quality soundcard
(HDSP 9632, RME) installed in a personal computer. Jaw movements
were recorded and perturbed with a robotic device (Phantom Premium
1.0A, SensAble Technologies). The distal tip of the robot arm was
attached to the jaw by means of an aluminum rotary coupler and a
mandibular dental appliance individually made for each subject. A
separate maxillary dental appliance, held in place by two adjustable
mechanical arms, was used in conjunction with a head support system
to immobilize the head.

First, each subject was asked to briefly close the jaw and then to
read aloud a short passage. The closed position and trajectory of the
jaw movements were recorded by the robot’s optical encoders, and
principal component analysis was used to compute the major axis of
movement. All recordings of jaw position in the robot’s three-
dimensional coordinate system were transformed to single-dimension
values by projecting to this major axis and using the jaw closed
position as the origin. Second, subjects completed two productions of
each of the words “bat,” “hack,” and “pap” to provide data for
estimating the individual’s maximum jaw opening (Om). Third, sub-
jects produced eight trials of a set of four words with the vowels /�/
or /æ/ (“bet,” “heck,” “bat,” and “hack”) while an unpredictable jaw
perturbation was applied during some of the trials. There were 16
trials without perturbation, 8 trials with an upward force, and 8 trials
with a downward force.

Each trial started when the subject moved the jaw to a zone of
acceptable start positions (a 0.4-mm range centered around a position
1 mm below the closed position) represented by a horizontal bar on a
computer monitor. Visual feedback about jaw position was provided
in the form of a horizontal line that had to be moved into the bar.
When the jaw was held in the starting zone for 1 s, a word appeared
and remained visible for 2 s. Subjects were instructed to say the word
during this time interval. The monitor then turned blank for 0.3 s
before the visual indicator of the start position appeared again for the
next trial.

During word production, jaw perturbations were implemented by
the Phantom robot as a displacement-dependent force (see Fig. 1) for
which each individual subject’s Om determined the stiffness (k �
1/Om N/mm). Forces were applied to the jaw along the principal axis
of movement with the strength of the force proportional to the
distance between the instantaneous jaw displacement and a threshold
such that f � ak | p � T |, if P � T; and f � 0, if P � T, where f is
force, a is direction (�1 for up and �1 for down), k is the rate of
change in force magnitude over displacement (i.e., stiffness), p is jaw
displacement relative to the start position, and T is the threshold below
which the force is nonzero. T was 1 mm below the actual start
position. The robot’s control software was programmed to limit the
maximum force magnitude to 1 N for all subjects.

Task I procedures. In task I, a sensorimotor adaptation task,
subjects read aloud monosyllabic consonant-vowel-consonant words
while auditory feedback, somatosensory feedback, or both parameters
were experimentally manipulated during the perturbation phase of
each condition. F1 in the auditory feedback was either not manipu-
lated or shifted up (i.e., causing auditory feedback to indicate in-
creased oral opening), and the robot applied to the jaw no force, an
upward force (i.e., in the direction of closing), or a downward force
(i.e., in the direction of opening). Given that not all combinations of
these manipulations were necessary to address the hypotheses under
investigation, combined with the need to minimize total time of
subject discomfort associated with head immobilization and the in-
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sertion of appliances and sensors in the oral cavity, four 15-min
experimental conditions were included in randomized order: F1 no
shift with a downward force, F1 up shift with an upward force, F1 up
shift with a downward force, and F1 up shift with no force.

To examine adaptation, training words with the vowels /�/ and /æ/
(“bet,” “heck,” “bat,” and “hack”) were produced repeatedly in
preperturbation (baseline), perturbation, and postperturbation (after-
effects) phases. Stimulus presentation and jaw movement start posi-
tions were controlled as described above for the pretest. Within each
condition, there were 30 epochs of training words (cycles in which
each of the 4 words was produced once in randomized order): 4
epochs in the baseline phase, 15 epochs while the magnitude of the
perturbation(s) was incrementally increased across trials (ramp per-
turbation phase), 7 epochs while the perturbation was delivered at its
maximum value (max perturbation phase), and 4 epochs in the
postperturbation phase. To examine the generalization of after-effects,
test words with different vowels or consonants (“hawk,” “hick,”
“pap,” and “pep”) were produced once before and once after the
perturbation phase. Test words were inserted in the last two epochs of
the baseline phase and first two epochs in the postperturbation phase.
Across the two adjacent epochs, four training words and four test
words were presented in random order.

F1 in the auditory feedback was raised by routing the acoustic
signal through filters and a signal processor before being fed back to
the subject. The second (F2) and higher formants as well as the
fundamental frequency and consonant-related noise components re-
mained unaltered. Specifically, the signal was routed through parallel
low-pass (LP) and high-pass (HP) filters with a common cutoff

frequency (fc), defined as: fc � �F1F2. Filtering was implemented
by two dual-channel units (model 852, Wavetek) so that the cascaded
channels of one unit yielded the LP band and the cascaded channels
of the other unit yielded the HP band. For each subject, fc was set
individually based on F1 and F2 measures for unperturbed trials from
the pretest. The average of the subject’s fc values for /�/ and /æ/ was
then used as the common fc value for the LP and HP filters.

The LP filter output was sent to a digital processor (VoiceOne, TC
Helicon) capable of shifting the formants up in real time (measured
delay: 10 ms) under computer control. The amount of upward shift in
the max perturbation phase was 400 cents (100 cents � 1 semitone)
after a gradual increase from 0 cents in steps of 10 cents during the

ramp phase. The output from the processor and the unaltered output
from the HP filter were mixed (32–1100A Stereo Mixer, Realistic) to
recreate a full spectrum. This signal was routed to insert earphones
(ER-3A, Etymotic Research) via a headphone amplifier (S-phone,
Samson) and also recorded as one channel on a notebook computer
via an external audio interface (model US-144, Tascam) at a sampling
rate of 44.1 kHz. In addition to this altered acoustic signal, an
unaltered output from the microphone amplifier was recorded simul-
taneously on a second channel of the audio interface and notebook
computer.

Intensity of the sound output in the earphones was calibrated before
each experimental session. First, the energy ratio of the LP and HP
bands of the reconstructed acoustic signal was adjusted to exactly
match that of the unaltered microphone amplifier output. The gain of
the total signal pathway was then adjusted so that an input of 75 dB
sound pressure level [SPL(A)] at the microphone (15 cm from the
subject’s mouth) resulted in output of 72 dB SPL(A) in the insert
earphones as measured in a 2-cc coupler connected to a sound level
meter (model 2700, Quest Technologies).

Jaw movements associated with vowel production in the training
words were perturbed by applying upward or downward forces with
the robot in the same manner as described above for the pretest with
the exception that jaw load forces were now incrementally increased
during the ramp phases. Each individual subject’s k value for the max
perturbation phase was determined as previously described, and k was
incrementally increased from 0 to this maximum k. In postexperiment
interviews, all subjects reported that they had been unaware of either
the auditory or somatosensory perturbations.

Data collection and processing. KINEMATIC MEASURES. An elec-
tromagnetic midsagittal articulograph (model AG200, Carstens) was
used to transduce jaw, lip, and tongue movements. One sensor was
attached 1 cm from the tip of the tongue (T1), and two sensors were
placed more posteriorly along the midline with a spacing of �15 mm
(T2 and T3). Sensors were also attached to the lower dental appliance
(jaw movement) and to the upper and lower lips. Sensors serving as
fixed reference points were secured to the upper dental appliance and
to the bridge of the nose. Cyanodent was used to attach sensors to the
tongue and dental appliances, and double-sided adhesive tape was
used to attach sensors to the lips and bridge of the nose. At the end of

Fig. 1. Top: stylized illustrations of downward (left,
dark gray arrows) or upward (right, light gray ar-
rows) force (f) as a function of the distance between
jaw position (p) and threshold (T) located 1 mm
below the position at movement onset. The shaded
area indicates the range of acceptable start positions
(each trial’s stimulus word was presented when the
jaw was held within this range for 1 s). Bottom right:
schematic illustration of the resulting changes in jaw
movement extent in the presence of downward (dark
gray trace) or upward (light gray trace) forces rela-
tive to a nonperturbed condition (black trace).
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each recording session, the maxillary occlusal plane was determined
with two sensors attached to a bite-plate.

The x,y coordinates of reference sensors were LP filtered at 5 Hz,
and those of all other sensors at 15 Hz. Movement onset and offset,
respectively, were automatically identified as the time points where a
sensor’s velocity exceeded 10 mm/s and where movement direction
reversed, as indicated by a local minimum in the velocity trace. Jaw
height for the vowel was defined as coordinate y of the jaw sensor in
the maxillary occlusal plane-based coordinate system at the moment
of jaw opening movement offset (maximum opening or peak displace-
ment). At the same time point, we also measured the y-coordinate of
the three sensors on the tongue. Finally, for separate analyses, motion
of the three sensors on the tongue was also mathematically decoupled
from the jaw (Westbury et al. 2002) to allow separate analyses of
possible adaptive changes in tongue positioning that occurred inde-
pendent from the jaw. Before statistical analysis, all kinematic mea-
sures for each condition were normalized by subtracting their corre-
sponding mean value in the baseline phase. For every epoch, the
normalized measures were then averaged across the two words with
the same vowel.

ACOUSTIC MEASURES. Acoustic recordings were first downsampled
to 10 kHz. The first two formants (F1 and F2) were automatically
extracted by custom Matlab software (The Mathworks) but with
visual inspection and manual correction if necessary. The onset and
offset of each vowel were labeled based on visual inspection of a
spectrogram. An order-optimized linear predictive coding analysis
(Vallabha and Tuller 2002) was conducted on a 30-ms Hamming
window centered at time points 40% and 50% into the vowel for each
trial. Formant frequency estimates from the two windows were aver-
aged to obtain the dependent variables (F1 and F2) for that trial. These
acoustic measures were normalized in cents relative to the mean
frequency in the baseline phase, and, for every epoch, the normalized
measures were then averaged across the two words with the same
vowel.

Statistical analyses. Data from the pretest with unpredictable jaw
perturbations were analyzed to verify that loads of the magnitude used
here would actually affect the extent of jaw opening, and possibly also
F1, in the absence of adaptation. Therefore, paired t-tests were used to
examine the changes in jaw position or F1 for the no perturbation
versus upward perturbation and no perturbation versus downward
perturbation conditions.

For task I, the primary question was under which combinations of
auditory and somatosensory perturbations acoustic and/or kinematic
adaptation would occur. Given that each subject’s baseline mean
value for each dependent variable was used as the reference to
normalize the data (i.e., each subject’s baseline mean value for each
dependent variable was always 0), paired t-tests comparing baseline
and max perturbation data effectively corresponded to one-sample
t-tests evaluating whether or not the max perturbation data deviated
significantly from 0.

It should be noted that the auditory perturbation altered the auditory
feedback signal without directly altering the acoustics or kinematics
of the subjects’ productions. Therefore, adaptation to this perturbation
would be reflected in statistically significant changes from the base-
line value in the acoustic and/or kinematic recordings (adjustments
that would yield more typical feedback). Similarly, after-effects
caused by the auditory perturbations would be reflected in a continued
use of the adaptive response (different from baseline) in the postper-
turbation phase. In contrast, the jaw forces applied for the somato-
sensory perturbation would directly alter the subject’s speech kine-
matics if left uncompensated. Hence, adaptation to this jaw perturba-
tion would be reflected in an absence of statistically significant
changes from baseline in the kinematic-dependent variables (indicat-
ing that the central nervous system compensated for the force and
maintained relatively typical productions and associated somatosen-
sory feedback).

A significance level of 0.05 was selected a priori to balance the
probability of type I and type II errors. Additionally, Cohen’s d
(Cohen 1988) was calculated as a measure of effect size. For the
one-sample case, d � m/�, where m is the mean and � is the SD,
respectively. Small, medium, and large effect sizes correspond to d
values equal to or larger than 0.2, 0.5, and 0.8, respectively.

Task II

Data collection, processing, and statistical analysis. Task II inves-
tigated whether or not there is a relationship between subjects’ extent
of acoustic adaptation in response to F1 shifts in the auditory feedback
and their auditory acuity for F1. Auditory acuity was examined using
the method of adjustment (Gescheider 1976): for each trial, the subject
was presented with a stimulus pair that contained a standard stimulus
and a comparison stimulus, and the subject was asked to adjust the
comparison stimulus until it was perceived to be identical to the
standard stimulus. The comparison stimuli differed from the standard
stimulus in F1.

Two representative trials (one word with /�/ and one word with /æ/)
from the subject’s unperturbed productions in task I were chosen as
standard stimuli. The standard stimulus was always played back from
the personal computer sound card (RME HDSP 9632) and routed
through the same parallel filters, vocal processor (not implementing an
F1 shift), mixer, headphone amplifier, and earphones as used in task
I. At the beginning of each trial, the subject heard this standard
stimulus and was asked to memorize it for subsequent comparison. A
comparison stimulus was then generated by playing back the same
production through the same instrumentation but with implementation
of an F1 shift by the processor. The amount of shift for a given trial
was randomly selected from the set of �400, �390, �380, . . . , 390,
400 cents. The subject was instructed to compare the comparison
stimulus with the standard stimulus in memory and, if any discrepancy
was perceived, to adjust the comparison stimulus by pressing the
buttons of a joystick to increase or decrease the comparison stimulus
F1. Subjects were allowed to relisten to the comparison stimulus and
adjust it until they thought that it matched the standard stimulus. The
final F1 value of the comparison stimulus was recorded. For each of
the two vowels, 50 pairs were presented. The order of blocked testing
for /�/ and /æ/ was randomized for each subject.

The mean (x�) and SD (�) of F1 for a subject’s adjusted comparison
stimuli (in cents relative to the standard stimulus) were calculated for
each vowel. In psychophysical terms, x� is the point of subjective
equality (PSE) and � is the difference limen (DL). PSE and the
derived constant error (CE; the difference between PSE and the
standard stimulus) represent auditory accuracy (bias in average per-
ception), whereas DL represents auditory precision (spread in percep-
tion around an average value). Here, CE has the same value as PSE
because F1 of the standard stimulus is 0 cents.

In one experimental condition of task I, F1 in the auditory feedback
was raised without simultaneous jaw perturbation. Thus, correlation
analyses (Pearson’s r for /�/ and /æ/ separately) were conducted to
determine if the extent of acoustic adaptation in the F1 up no force
condition of task I was related to auditory precision (DL) or accuracy
(CE) as measured in task II. Given that CE values of equal magnitude
but opposite sign indicate equally large misjudgments, individual
subjects’ absolute values were used for the CE variable (note that DL
is always positive).

Task III

Data collection, processing, and statistical analysis. Task III was
designed to investigate whether or not adaptation to a jaw perturbation
is related to somatosensory acuity for jaw position. Standard and
comparison jaw positions were presented to the subject through
passive movements implemented by the Phantom robot, and the
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subject was asked to match the standard jaw position by actively
adjusting the jaw comparison position.

For each subject, the lower (J�1) and upper (J�1) limits of the
tested range corresponded to the average jaw opening for productions
with a downward or upward perturbation, respectively, in the pretest.
The average jaw opening for unperturbed productions (J0) was used as
the standard stimulus that was presented on each trial. Comparison
stimuli were jaw positions ranging from J�1 to J�1. For each of 50
trials per vowel (/�/ and /æ/ were tested separately with their own J�1,
J0, and J�1), a random value for the comparison jaw position was
generated by the Matlab-based experiment control software.

At the beginning of each trial, the robot moved the subject’s jaw
passively from the closed position to the standard position. The
subject clicked a joystick button when this position had been memo-
rized. The robot then moved the jaw back to the closed position and,
after another joystick click, from there to the comparison position.
The subject was allowed to take as much time as desired to adjust this
position by actively moving the jaw and then clicked the button to
indicate that this was perceived as identical to the standard position.
The robot implemented all passive movements with a duration of 200
ms. There were 50 trials for each “vowel” (no sound was produced),
and the order of testing the “vowels” was again randomized.

Presentation of the standard jaw position was influenced by resis-
tance from the subject, and, thus, the standard position was not always
identical. Given that each comparison position was adjusted against
the standard position presented in the same individual trial, such
trial-dependent variation was removed by measuring the difference
between the standard and adjusted comparison positions. The mean
and SD of the jaw position difference were calculated to represent CE

and DL, respectively. Given that one experimental condition in task I
involved downward jaw perturbations without simultaneous auditory
perturbation, correlation analyses (Pearson’s r for each vowel) were
used to determine if the extent of kinematic adaptation in the jaw
during that experimental condition in task I was related to the
subject’s somatosensory precision (DL) or accuracy (CE) as tested in
task III. Analogous with task II, individual subjects’ absolute values
were used for the CE variable.

RESULTS

Pretest

Effects of the applied force on the extent of jaw opening, and
possibly on F1, in the absence of sensorimotor adaptation were
examined during the pretest. Figure 2, top, shows kinematic
data (jaw position relative to the closed position) for each
individual subject during words with the vowels /�/ (left) and
/æ/ (right) in the presence of a downward force, no force, or
upward force. Lowered jaw positions in the presence of a
downward force and higher jaw positions in the presence of an
upward force were observed for all eight subjects. Conse-
quently, for both vowels, statistically significant differences
were found between jaw position with an upward or downward
force compared with no force (Table 1). Figure 2, bottom,
shows the corresponding individual subject acoustic data (F1).
Neither direction of force caused F1 in the perturbed trials to be
statistically significantly different from the unperturbed trials,

Fig. 2. Individual subject data for jaw position at peak displacement (top) and first formant (F1) frequency (bottom) during /�/ in “bet” and “heck” (left) and /æ/
in “bat” and “hack” (right) with and without unpredictable force perturbations on the jaw. Solid, shaded, and open bars indicate productions with a downward
force perturbation, without perturbation, and with an upward force perturbation, respectively. Error bars indicate SEs. Subjects 1–4 were women; subjects 5–8
were men.
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most likely as a result of long-latency reflex-based compensa-
tion in nonperturbed articulators (Abbs and Gracco 1984; Ito et
al. 2005).

Sensorimotor Adaptation in Acoustic Dependent Variables

F1 frequencies for /�/ and /æ/ that have been normalized and
averaged across consonant contexts and subjects are shown in
Fig. 3. Excluding the test words (produced to examine gener-
alization rather than adaptation), there were 30 epochs: epochs
1–4 in the baseline phase, epochs 5–19 in the ramp phase,
epochs 20–26 in the max perturbation phase, and epochs
27–30 in the postperturbation phase. In all three F1 up condi-
tions, all eight subjects lowered F1 in their productions during
the ramp and max perturbation phases and then showed after-
effects in the form of a gradual (rather than sudden) return to
near baseline values during the postperturbation phase. That is,
adaptive responses were temporarily continued even after nor-
mal feedback had been restored. Across these three conditions
and across all subjects and both vowels (3 conditions � 8
subjects � 2 vowels � 48 adaptation measures), the mean
amount of adaptation in F1 during the max perturbation phase
(during which the processor-applied F1 shift was 400 cents)

was �110.26 cents (SD: 59.51). The results shown in Fig. 3
suggest that the extent of adaptation might have increased
further if subject comfort considerations had not prevented the
inclusion of more trials.

Table 2 shows the results and associated effect sizes for the
t-tests examining for which conditions the normalized F1
frequencies in the max perturbation phase deviated in a statis-
tically significant manner from their baseline value. As men-
tioned above, a statistically significant change from baseline in
an acoustic variable would indicate that adaptation did occur
for the condition under investigation. As shown in Table 2, the
F1 data from the max perturbation phase yielded such statis-
tically significant results (i.e., adaptation) for all three condi-
tions in which F1 in the auditory feedback was experimentally
shifted up.

Adaptive changes in F2 [note that F2 was not manipulated
but was evaluated because it has been suggested to covary with
F1 so as to maintain a vowel-specific formant ratio (see Miller
1989)] were also analyzed after normalizing and averaging this
dependent variable in the same manner as described above for
F1. Statistically significant increases in F2 occurred in the F1

Table 1. t and P values of paired t-tests and d values for jaw
displacement with an unpredictable downward or upward
perturbation force versus without force in the pretest

/�/ /æ/

Force down
versus no

force

No force
versus

force up

Force down
versus no

force

No force
versus

force up

t (df � 7) �5.337 �3.855 �8.014 �7.894
P 0.001 0.006 �0.001 �0.001
d 1.9 1.4 2.8 2.8

df, degrees of freedom; d, effect size.

Fig. 3. Group mean F1 frequency for /�/ (“bet”
and “heck”) and /æ/ (“bat” and “hack”) in four
conditions. Individual subject data were normal-
ized relative to the baseline mean value using the
latter as the reference when converting frequency
measures from Hertz to cents. Error bars indicate
SE. **P � 0.05 and Cohen’s d � 0.5 (see Table 2).

Table 2. t and P values of paired t-tests and d values for
normalized F1 frequencies of /�/ and /æ/ in the baseline phase
versus the max perturbation phase

F1 Up, No
Force

F1 Up, Force
Up

F1 Up, Force
Down

F1 No Shift,
Force Down

/�/
t (df � 7) �6.463 �4.357 �4.283 1.715
P �0.001 0.003 0.004 0.130
d 2.3 1.5 1.5 0.6

/æ/
t (df � 7) �8.774 �3.524 �8.583 1.470
P �0.001 0.010 �0.001 0.185
d 3.1 1.3 3.0 0.5

F1, first formant.
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up no force condition and in the F1 up force up condition for
/�/ as well as in the F1 up force up condition for /æ/ (Table 3).
Descriptively, these F2 increases were small in light of the F1
decreases reported above: across conditions, subjects, and
vowels, the mean F2 increase was 32.02 cents (SD: 36.38).

Generalization in Acoustic Dependent Variables

F1 for the test words produced in the F1 up no force
condition (the only condition without force perturbation) was
analyzed to examine whether or not subjects showed general-
ization of acoustic after-effects to other vowels and consonant
contexts. Note that generalization of after-effects would be
reflected in a continuation of the adaptive use of lowered F1
frequencies for words that were produced after normal feed-
back had already been restored for the training words and that,
unlike the training words, were never produced with F1-shifted
feedback. As shown in Fig. 4, group mean F1 values were
indeed lower in the postperturbation phase than in the baseline
phase for all four test words, resulting in negative normalized
values postperturbation. With the present sample size, this
decrease in F1 reached or approached statistical significance
for two of the four test words, namely, those test words that
differed from two training words in vowel context (Table 4).

Sensorimotor Adaptation in Kinematic Dependent Variables

Normalized jaw positions at the time of peak displacement
for /�/ and /æ/ are shown in Fig. 5. In the F1 up force up
condition, this jaw position measurement increased gradually
as the upward force increased during the ramp phase, and jaw
position in the max perturbation phase was statistically signif-
icantly elevated above the baseline value (Table 5). In other
words, jaw position was significantly altered by the perturbing
force. A descriptive comparison with the extent of jaw position
changes caused by unpredictable perturbations in the pretest, as
shown in Fig. 2, revealed that there was indeed little compen-
sation for the perturbing force in this F1 up force up condition;
thus, minimal adaptation to the force took place. In contrast,
there were no statistically significant changes in jaw position
during the max perturbation phase versus the baseline phase for
any of the remaining three conditions even though a downward
force was applied to the jaw in two of those conditions (thus,
adaptation to the force did take place in those two conditions
such that the typical jaw position was maintained despite the
applied load).

Position data for the anterior tongue sensor (T1) during /�/
and /æ/ are shown in Fig. 6, and the corresponding statistics are
shown in Table 6. When a downward force was applied to the
jaw, the T1 vertical position was not lowered from baseline to
max perturbation, regardless of whether or not F1 was shifted
up. However, the same T1 position was raised in the condition
where F1 was shifted up and no force was applied. In addition,
the same T1 vertical position was also raised in a similar
manner when F1 was shifted up and an upward force was
applied to the jaw. The middle (T2) and posterior (T3) tongue
sensors showed similar increases in height during this F1 up
force up condition.

As shown in Table 7, when the T1 data were mathematically
decoupled from the jaw (representing independent tongue
movements that increased or decreased the amount of move-
ment caused by the tongue’s mechanical coupling to the jaw),
there was a strong trend for the T1 position to increase when F1
was shifted up and no force was applied to the jaw (a condition
without statistically significant change in jaw position). This
trend for the F1 up no force condition was observed for both
vowels. However, there were no such trends when F1 was
shifted up and an upward force was simultaneously applied to
the jaw (the condition with a statistically significant increase in
jaw position) or in any of the other conditions. Statistical
analyses completed on the decoupled data for T2 and T3
showed neither significant changes nor trends toward a change
in the position of these sensors with respect to the jaw.

Table 3. t and P values of paired t-tests and d values for
normalized F2 frequencies of /�/ and /æ/ in the baseline phase
versus the max perturbation phase

F1 Up, No
Force

F1 Up, Force
Up

F1 Up, Force
Down

F1 No Shift,
Force Down

/�/
t (df � 7) 3.274 4.128 2.241 1.143
P 0.014 0.004 0.060 0.290
d 1.2 1.5 0.8 0.4

/æ/
t (df � 7) 2.038 3.819 0.972 �0.500
P 0.081 0.007 0.363 0.632
d 0.7 1.4 0.3 0.2

F2, second formant.

Fig. 4. Group mean F1 frequency for four test words in the postperturbation
phase normalized to baseline mean value. Test words were never produced
with formant-shifted feedback and served to examine generalization. Error bars
indicate SEs. **P � 0.05; *P � 0.07.

Table 4. t and P values of paired t-tests and d values for
normalized F1 frequencies of test words included to examine
generalization of acoustic after-effects in the postperturbation
phase versus the baseline phase

Test Words

“hawk” “hick” “pap” “pep”

t (df � 7) �2.231 �3.106 �1.890 �1.379
P 0.061 0.017 0.101 0.217
d 0.8 1.1 0.7 0.5
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Generalization in Kinematic Dependent Variables

Generalization of after-effects in jaw and tongue position
was examined for test words in the F1 no shift force down
condition (the only condition without F1 shift). After a force
perturbation, after-effects, and thus also the generalization of
after-effects, would be reflected in a position deviation in the
opposite direction of the perturbing force. However, as shown
in Figs. 5 and 6, unlike the situation for the acoustic data, even
the training words did not show any evidence of such after-
effects in the kinematic measures. Consequently, position data
for the jaw and tongue sensors during productions of the test
words in the postperturbation phase also were not statistically
different from those observed in the baseline phase.

Relation Between Auditory or Somatosensory Acuity and
Sensorimotor Adaptation

Correlation coefficients for the relationship between either
auditory accuracy (CE) or precision (DL) and the extent of
adjustments in F1 during the F1 up no force condition were
consistently very low and statistically nonsignificant (CE: r �
�0.210 and P � 0.618 for /�/ and r � �0.158 and P � 0.708

for /æ/; DL: r � �0.011 and P � 0.979 for /�/ and r � 0.158
and P � 0.708 for /æ/). Similarly, only low and statistically
nonsignificant correlations were found between either jaw
somatosensory accuracy (CE) or precision (DL) and changes in
jaw position during the F1 no shift force down condition (CE:
r � 0.084 and P � 0.844 for /�/ and r � �0.185 and P �
0.660 for /æ/; DL: r � �0.206 and P � 0.625 for /�/ and r �
�0.001 and P � 0.997 for /æ/). Consequently, the results from
these correlational analyses will not be further discussed in the
present report.

DISCUSSION

Adaptation to Only an Auditory Perturbation

When F1 in the auditory feedback was incrementally shifted
up without simultaneous somatosensory perturbation, all sub-
jects lowered F1 in their productions. This adaptive change
decayed gradually rather than suddenly after the F1 perturba-
tion was removed and partially generalized to untrained words
(both untrained words with a vowel that differed from the
training words and untrained words with consonants that dif-
fered from the training words showed a descriptive reduction in
F1 during the postperturbation phase, although this change
from baseline was not statistically significant for the latter type
of words). These results are highly consistent with those from
several previous formant shift studies (Houde and Jordan 1998,
2002; Max et al. 2003; Purcell and Munhall 2006a; Villacorta
et al. 2007). One novel finding of the present study is the
demonstration of selective adjustments in articulatory move-
ments underlying such adaptive changes in F1. In particular,
during word production in this F1 up no force condition,
acoustic adaptation was associated with a raising of the tongue
tip relative to the jaw so that the tongue tip reached a position
that was higher than its typical position for these words. This
adjustment reduced the amount of oral opening and, conse-
quently, limited the perceived amount of upward shift of F1 in

Fig. 5. Group mean jaw sensor position at peak
displacement for /�/ (words “bet” and “heck”) and
/æ/ (words “bat” and “hack”) in four conditions.
Individual subject data were normalized relative to
the baseline mean value. Error bars indicate SEs.
**P � 0.05 and Cohen’s d � 0.5 (see Table 5).

Table 5. t and P values of paired t-tests and d values for
normalized mandible height at movement offset for /�/ and /æ/ in
the baseline phase versus the max perturbation phase

F1 Up, No
Force

F1 Up, Force
Up

F1 Up, Force
Down

F1 No Shift,
Force Down

/�/
t (df � 7) 1.287 2.647 �0.272 �1.138
P 0.239 0.033 0.793 0.293
d 0.5 0.9 0.1 0.4

/æ/
t (df � 7) 0.555 2.402 �0.400 �1.010
P 0.596 0.047 0.701 0.346
d 0.2 0.9 0.1 0.4

674 NEURAL CONTROL OF SPEECH

J Neurophysiol • VOL 106 • AUGUST 2011 • www.jn.org

 on S
eptem

ber 5, 2011
jn.physiology.org

D
ow

nloaded from
 

http://jn.physiology.org/


the auditory feedback given that oral opening and produced F1
are positively correlated in speech. Stated differently, decreas-
ing the produced F1 by raising the tongue tip partially com-
pensated for the experimentally increased F1 in the feedback
signal. Hence, this kinematic adjustment reduced the mismatch
between desired and perceived acoustic speech output, a first
indication within these data to suggest that the auditory feed-
back stream plays a major role in the integration of multiple
error signals provided by the different sensory modalities.

Further evidence supporting a major role for the auditory
error signal is provided by two additional findings. First, in
keeping with the results of Houde and Jordan (1998, 2002) and
Villacorta et al. (2007), we found that adaptation in the acous-
tic aspects of speech generalized to some nonpracticed pho-
netic contexts. Here, generalization was explored by examining
the generalization of after-effects. It cannot be determined
from the present data set whether or not this insertion of test
words among the postperturbation trials (when after-effects
were already decaying) may account for the finding that gen-
eralization-related changes in F1 were statistically significant
only for test words with a different vowel than the training

words and not for test words with the same vowel but different
consonants. The influence, and possible interaction, of pho-
netic context and expired time since normal feedback was
restored will need to be explored in further studies. Second, in
the condition in which F1 in the auditory feedback was shifted
up in the absence of a force perturbation, F2 showed a small
but statistically significant increase. This finding replicates
results reported by Villacorta et al. (2007) and is consistent
with a previous proposal that speakers aim to achieve specific
ratios of F1 and F2 in the acoustic domain (Miller 1989). In
this F1 up no force condition, subjects lowered F1 in their
productions, but because adaptation is incomplete, the net
result is that the perceived F1 is still higher than during
unperturbed productions. Consequently, F2 should also be
raised, rather than lowered, to prevent too large a change in the
ratio between F1 and F2.

Adaptation to Only a Somatosensory Perturbation

The experimental condition in which the jaw was perturbed
by a force field but no simultaneous auditory perturbation was

Table 6. t and P values of paired t-tests and d values for
normalized anterior tongue sensor height at movement offset for /�/
and /æ/ in the baseline phase versus the max perturbation phase

F1 Up, No
Force

F1 Up, Force
Up

F1 Up, Force
Down

F1 No Shift,
Force Down

/�/
t (df � 7) 2.684 2.721 0.661 �0.424
P 0.031 0.030 0.530 0.684
d 1.0 1.0 0.2 0.2

/æ/
t (df � 7) 1.981 2.713 0.562 0.140
P 0.088 0.030 0.592 0.893
d 0.7 1.0 0.2 0.1

Table 7. t and P values of paired t-tests and d values for
normalized decoupled anterior tongue sensor height at movement
offset for /�/ and /æ/ in the baseline phase versus the max
perturbation phase

F1 Up, No
Force

F1 Up, Force
Up

F1 Up, Force
Down

F1 No Shift,
Force Down

/�/
t (df � 7) 2.349 �0.602 1.234 0.739
P 0.051 0.566 0.257 0.484
d 0.8 0.2 0.4 0.3

/æ/
t (df � 7) 2.198 �0.245 1.515 1.345
P 0.064 0.814 0.174 0.220
d 0.8 0.1 0.5 0.5

Fig. 6. Group mean anterior tongue sensor posi-
tion at peak displacement for /�/ (words “bet” and
“heck”) and /æ/ (words “bat” and “hack”) in four
conditions. Individual subject data were normal-
ized relative to the baseline mean value. Error bars
indicate SEs. **P � 0.05 and Cohen’s d � 0.5
(see Table 6).
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applied provides an opportunity to examine whether or not the
jaw adapts to a downward mechanical force. Results from this
F1 no shift force down condition indicate that, across trials, the
jaw did indeed adapt to the incrementally increasing force so
that it maintained an opening extent very similar to its typical
extent for the target vowels. Similarly, the tongue also main-
tained its typical position. Thus, in the absence of a simulta-
neous auditory perturbation, neural control processes compen-
sated for the mechanical perturbation and minimized or pre-
vented error in the somatosensory modality. Based on this
condition alone, however, it cannot be ruled out that the central
nervous system keeps somatosensory error within limits
merely because large kinematic deviations would result in
failing to achieve desired acoustic consequences (note that an
analogous interpretation does not apply to the condition with
only an auditory perturbation because even not compensating
at all would never lead to somatosensory error).

No kinematic after-effects were found when the force field
was suddenly removed. This finding is in keeping with Nasir et
al.’s (2006) finding that subjects compensated for a lateral
position-dependent force during both consonant and vowel
productions but without after-effects. Those authors hypothe-
sized that force compensation was accomplished by impedance
control (Nasir et al. 2006; see also Shiller et al. 2005). How-
ever, a prior study from the same laboratory made use of a
velocity-dependent force in the direction of jaw protrusion and
found very large after-effects (Tremblay et al. 2003). Conse-
quently, the influence of perturbing force magnitude, direction
(e.g., up-down vs. protrusion-retraction vs. lateral), and type
(e.g., velocity dependent vs. displacement dependent) on the
presence or absence of after-effects in jaw kinematics remains
to be addressed in future studies.

Adaptation to Simultaneous Auditory and
Somatosensory Perturbations

In two conditions, F1 was shifted up while simultaneously a
downward or upward force was applied to the jaw. In one of
these conditions (the F1 up force down condition), subjects’
typical productions without compensation would result in com-
patible auditory and somatosensory error signals (indicating
raised F1 and increased oral opening, respectively). For this
condition, adapting to the somatosensory perturbation (resist-
ing the force that acted to increase oral opening) was also
beneficial for limiting the auditory error (which already indi-
cated too much oral opening). In the other condition (the F1 up
force up condition), subjects’ typical productions without com-
pensation would result in incompatible auditory and somato-
sensory error signals (indicating raised F1 and decreased oral
opening, respectively). For this condition, not adapting to the
somatosensory perturbation (not resisting the force that acted
to decrease oral opening) was beneficial for adapting to the
auditory error (which indicated too much oral opening).

The acoustic results show that subjects gradually decreased
F1 in response to the upward shifted F1 in the auditory
feedback in both the force up and force down conditions. In
fact, in both cases, the time course and amount of acoustic F1
adaptation was descriptively similar to that for the F1 up no
force condition. That is, F1 in the acoustic output exhibited
consistent adaptation to F1-perturbed auditory feedback re-
gardless of the presence or absence or the direction of a

simultaneous jaw perturbation. This finding contributes addi-
tional evidence in support of the notion that error monitoring in
the auditory domain plays a more dominant role than error
monitoring in the somatosensory domain.

In contrast to the F1 dependent variable, kinematic results
based on jaw and tongue articulatory movements did not show
the same result across the two conditions. The position of both
the jaw and tongue at peak displacement increased in the F1 up
force up condition, whereas the jaw maintained its normal
position in the F1 up force down condition. Thus, subjects
showed no adaptation, or at best minimal adaptation, to the
force field and instead allowed the normal opening extent of
the jaw and tongue to be reduced when auditory feedback
suggested too much oral opening (F1 up) while somatosensory
feedback suggested not enough jaw opening (force up). How-
ever, when both auditory and somatosensory feedback would
have suggested too much oral opening if the force field was left
uncompensated (F1 up force down), the jaw did show almost
complete adaptation such that its normal opening extent was
maintained. This finding that the jaw adapted to a force field
when such adaptation facilitated adaptation to the acoustic
perturbation but not when it would have opposed adaptation to
the acoustic perturbation suggests once again that auditory
error plays a more primary role than somatosensory error in the
planning of speech articulation.

It is important to point out that the absence of a F1 no shift
force up condition as a control condition (the current design of
the study already required the subject’s head to be immobilized
for an hour with articulograph helmet, sensors, dental appli-
ances, and insert earphones in place) does not affect this
interpretation. If subjects were to not adapt to an upward force
in the absence of an auditory perturbation, then, again, they did
not take the somatosensory error into account during the
planning of future movements. If they were to adapt to the
force in those circumstances, then it still remains the case that
the F1 up force up condition confirms that adjustments in
planning based on somatosensory error were abolished when
faced with incompatible auditory signals. Furthermore, it is
also worth noting that the finding of reduced jaw opening in the
F1 up force up condition cannot be accounted for by suggesting
that subjects may have simply avoided the larger loads on the
jaw (but note that in posttesting interviews all subjects indi-
cated being unaware of the forces applied to the jaw) by
actively decreasing the amount of oral opening. If this was true,
they could have also used the same strategy in the F1 up force
down condition.

Multimodality Sensory Integration in Speech Motor Control

Minimum-variance models. Some investigators have pro-
posed linear weighted-sum systems to model the integration of
multiple sensory information streams when estimating object
properties or effector positions (Battaglia et al. 2003; Ernst and
Banks 2002; Jacobs 1999; van Beers et al. 1999). This ap-
proach with additive models has been used, for instance, to
model the integration of visual and proprioceptive signals in
the estimation of hand position in a horizontal plane (van Beers
et al. 1999). The integration of visual and proprioceptive
signals in an additive manner requires the transformation of
these signals to a common coordinate frame. In the common
space, the visual modality senses the true state (X) as the visual
estimate (Xv) with probability P(Xv|X) and the proprioceptive
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modality senses it as the proprioceptive estimate (Xp) with
probability P(Xp|X) (Ghahramani et al. 1997). The final esti-
mate of state X is the summation of Xv with weight wv and
Xp with weight wp, as follows: X̂ � wvXv � wpXp. Minimum
variance estimation determines the weights by minimizing the
variance of X̂. Assuming that Xv is a Gaussian distribution with
mean X and variance �v

2 and Xp is a Gaussian distribution with
mean X and variance �p

2, wv � �p/(�v � �p) and wp �
�v/(�v � �p) (Ghahramani et al. 1997). Thus, in a given task,
the more reliable sensory modality (smaller variance) is as-
signed a larger weight, whereas the less reliable sensory
modality is assigned a smaller weight. It has been demon-
strated that for the estimation of hand position vision domi-
nates proprioception (Welch and Warren 1986). Although
fixed relative weights have sometimes been assumed, other
work has shown that the integration of sensory modalities may
vary with context: estimation of hand position relied more on
vision in the azimuth direction but more on proprioception in
the depth direction (van Beers et al. 2002).

Linearly weighted integration of auditory and somatosen-
sory information can account for only part of our results
regardless of whether the common coordinate frame is in
acoustic or spatial coordinates. The model can explain the
results only if the controller has information about which
modality caused the error signal in the common coordinates. In
other words, unless the model can trace the auditory or so-
matosensory error and dynamically adjust the weight settings
accordingly, some of the results from the present study cannot
be accounted for. If auditory feedback was assigned a large
weight and somatosensory feedback was assigned a small
weight, F1 adaptation in the three F1 up conditions could be
explained but not the almost-complete jaw adaptation in the F1
no shift force down condition. If auditory feedback was as-
signed a small weight and somatosensory feedback a large
weight, the model could explain that the jaw maintained its
typical opening in the two force down conditions and the no
force condition but not that the jaw did not adapt to the upward
force in the F1 up force up condition. If auditory and somato-
sensory feedback had equal weights, the model would predict
different F1 adaptation extents in the three F1 up conditions,
which is not consistent with our results. It has been previously
reported that multisensory integration with fixed weights also
fails to account for findings in the sensorimotor adaptation of
arm movements with novel dynamics (Scheidt et al. 2005).

Extended minimum-variance models. More recently, it has
been proposed that each sensory modality plays a dynamic role
that is best represented by varying weights in an additive
model. For example, Sober and Sabes (2003) manipulated
visual feedback to investigate how vision and proprioception
are integrated for planning reaching movements. The results
suggested that visual feedback was used almost exclusively
(wv � 0.97) when deciding direction, whereas proprioceptive
feedback dominated in determining motor commands (wp �
0.66). In a follow-up study (Sober and Sabes 2005), subjects
reached with visual feedback to either visual or proprioceptive
targets. Simulations of the data indicated that the planning of
movement direction relied strongly on vision for a visual target
but approximately equally on vision and proprioception for a
proprioceptive target. The subsequent phase of deriving motor
commands for a movement in the chosen direction relied
strongly on proprioception for both types of targets. Moreover,

when subjects reached to a proprioceptive target with visual
feedback of the entire arm rather than only the fingertip, the
role of vision in determining motor commands became equally
large as that of proprioception.

Direct application of the model proposed by Sober and
Sabes (2005) to the present findings is not feasible for two
reasons. First, Sober and Sabes (2003, 2005) modeled the
integration of sensory information during motor planning but
without specifically considering this integration in the context
of sensorimotor adaptation. One critical aspect of adaptation is
that it depends on error signals from previous trials. Second,
both visual and proprioceptive feedback were available during
movement planning in the studies by Sober and Sabes (2003,
2005), but in our speech study there was no auditory feedback
during movement planning due to the fact that each trial
consisted of a monosyllabic word preceded by silence. Thus,
only somatosensory information was available for estimation
of the initial state of the vocal tract.

Nevertheless, following the suggestion by Sober and Sabes
(2003, 2005) that weights for the involved sensory modalities
can be flexibly adjusted, it can be hypothesized that, at least for
the production of single words, 1) the planning of motor
commands for speech depends entirely on somatosensory feed-
back to estimate the initial state, but 2) the movement targets
are formulated in terms of a combination of articulatory posi-
tions that lie along an uncontrolled manifold (Schöner et al.
2008) resulting in equivalent acoustic/auditory characteristics
that listeners perceive as the intended vowel. The feedforward
control system that calculates motor commands may access an
inverse internal model of the command-to-acoustics transfor-
mation that has been updated based on auditory feedback
perceived during previous trials. In particular, this internal
model is used to determine the uncontrolled manifold of
articulatory positions that will accurately achieve the desired
acoustic targets given the recently experienced sensorimotor
mapping. Thus, the initial planning may be completed with a
large weight assigned to information provided by the somato-
sensory system, but the inverse calculation of specific motor
commands that will change the state from the initial condition
to a desired target may be completed with a much larger weight
assigned to information provided by the auditory system re-
garding the sensorimotor mapping experienced on previous
trials. In this hypothesis, relevant auditory errors will lead to
adaptation, whereas somatosensory errors will lead to adapta-
tion only if the errors indicate that the estimated state does not
lie along the uncontrolled manifold corresponding to the de-
sired auditory consequences (as in the F1 up force down
condition in the present study). If, on the other hand, somato-
sensory error is present together with auditory error, and the
somatosensory error indicates a kinematic deviation toward a
different uncontrolled manifold that would in fact yield an
acoustic output that is now desirable given the simultaneously
altered mapping between vocal tract configurations and acous-
tics, then no adaptation to the somatosensory error occurs (as in
the F1 up force up condition).

Optimal feedback control. In this broader theoretical frame-
work (Scott 2002, 2004; Todorov 2004; Todorov and Jordan
2002), an optimal feedback controller maps movement goals
into motor commands by means of an internal inverse model,
and a state estimator applies Bayesian optimal integration of
actual sensory feedback, sensory consequences predicted by an
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internal forward model, and prior knowledge. The optimal
feedback controller uses the estimated state to update motor
commands. Gains of the sensory systems are adjusted in a
task-dependent manner such that errors are corrected only if
they affect task performance, a principle known as minimum
intervention (Todorov and Jordan 2002).

The question can be asked, then, which task performance
index appears to have been used across the various conditions
of the present study if the underlying controller is assumed to
be an optimal feedback controller. In the F1 up no force
condition, auditory feedback indicated that F1 was too high,
whereas somatosensory feedback indicated that the articulatory
positions were correct. In this condition, subjects elevated the
tongue tip higher than its typical position and, thus, accepted
somatosensory error to reduce auditory error, an observation
consistent with a performance index defined in the auditory
space. In the F1 no shift force down condition, the downward
force on the jaw, if left uncompensated, would cause simulta-
neous auditory and somatosensory errors. The observation that
the jaw compensated for the downward force and maintained
its typical opening extent is compatible with either an auditory
or somatosensory performance index. The same conclusion can
be drawn for the F1 up force down condition in which the jaw
again compensated for the downward force. In the F1 up force
up condition, however, the force on the jaw remained uncom-
pensated when the perturbation-induced change in jaw position
was in the correct direction to compensate for the perceived
auditory error. Consequently, the general pattern of our results
is consistent with an optimal feedback controller that compen-
sates for perturbations affecting a performance index defined in
auditory space.

Conclusions and Future Directions

Combined, multiple converging findings from the present
work suggest that, in speech production, sensorimotor adapta-
tion updates underlying control mechanisms such that the
future planning of vowel-related movements takes multiple
error signals from previous trials into account but with a
primary role for error in the auditory feedback modality. It
remains unknown at this time how subjects would adapt to
simultaneous perturbations of auditory and somatosensory
feedback during consonant production. Because vocal tract
constriction or obstruction is critical for consonant production,
somatosensory information may be assigned a greater weight
for consonant-related movements. In addition to exploring this
question, future studies may quantitatively estimate the relative
contribution of each modality. The weights of vision and
proprioception for limb movement planning have been esti-
mated by examining errors in movement direction and errors in
generating motor commands (Sober and Sabes 2003, 2005). It
may be possible to estimate the weights of auditory and
somatosensory information for speech production by investi-
gating acoustic or kinematic errors caused by perturbing the
initial configuration of the vocal tract in combination with
nonveridical auditory feedback from previous trials. The
weights can then also be used to improve computational
models of speech motor control. Finally, the experimental
paradigm described here may yield interesting new insights
into deficits in the neural mechanisms underlying disordered
speech production, for example, by elucidating the foundation

for sensorimotor deficiencies in individuals who stutter (Max
2004).
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