Speech melody as articulatorily implemented communicative functions
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Abstract

The understanding of speech melody, i.e., pitch variations related to tone and intonation, can be improved by simultaneously taking into consideration two basic facts: that speech conveys communicative meanings, and that it is produced by human articulators. Communicative meanings, as I will argue, are conveyed through a set of separate functions that are realized by an articulatory system with various biophysical properties. These properties make it unlikely that the melodic functions are encoded directly in terms of invariant surface acoustic forms. Rather, the encoding is likely done through the manipulation of a limited number of articulatorily operable parameters that may be considered as the phonetic primitives. Four such primitives can be recognized for speech melody: local pitch targets, pitch range, articulatory strength and duration. The values of the melodic primitives are specified by a set of encoding schemes, each associated with a particular communicative function. The encoding schemes are distinct from each other in the manner of controlling the melodic primitives, which allows multiple communicative functions to be conveyed in parallel. The communicative functions are ultimately converted to continuous, detailed surface acoustic patterns through an articulatory process of syllable-synchronized sequential target approximation, which takes the melodic primitives specified by the encoding schemes as the control parameters. This view of speech melody is summarized into a comprehensive model of tone and intonation, namely, the parallel encoding and target approximation (PENTA) model.
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1. Introduction

The pitch patterns of speech related to lexical tone and intonation can be jointly referred to as speech melody. Despite extensive research over the decades, many issues about speech melody are still far from clear. In this paper, I will argue that a better understanding of speech melody may be achieved by jointly consider two basic facts: that speech conveys communicative information, and that it is produced by an articulatory system. In other words, as an information transmission system, speech should be viewed as consisting of two subsystems: (a) the information being transmitted, and (b) the tools being used to perform the transmission. Thus a good understanding of speech melody can be obtained only with clear knowledge about both the structure of the melodic information, namely, communicative functions, and the properties of the tools, namely, the articulatory system.

Current approaches to speech melody, however, do not typically make a clear separation between the functional components and the articulatory attributes, although some kind of division is often assumed. In many phonological approaches, a division is made between phonological units, such as pitch accents, phrase accents and boundary tones, and their phonetic implementations. But the phonological units are typically defined as well as organized in terms of forms. That is, the proposed units are specified in terms of their height, shape, perceptual prominence, etc., as well as the location and condition of their occurrences. For example, in the widely accepted intonational phonology known as the autosegmental and metrical approach (AM) or the Pierrrehumbert model (Ladd, 1996; Pierrrehumbert, 1980; Pierrrehumbert and Beckman, 1988), pitch accents are specified as H, L and different combinations of H and L, and there is a grammar of intonation that specifies the occurrence and transformation of these phonological units. These phonological units are considered to be eventually linked to communicative meanings. However, the links are formulated separately from the definition of the accents, and are not treated as part of the core of intonation. In other words, it is assumed that we can have a rather explicit intonational grammar without explicit knowledge about how the individual phonological units are linked to communicative meanings (see Pierrrehumbert, 1980: p. 59 for a clear statement about this characteristic of the AM approach).\footnote{There are efforts within the AM approach to strengthen the link between the formally defined tonal units and communicative meanings, e.g., Pierrrehumbert and Hirschberg (1990). Nevertheless, in those efforts meanings are sought for tones that are pre-established based on direct formal observations. This is rather different for the establishment of segmental phonemes, for which the ability to distinguish specific meanings is a prerequisite rather than an afterthought.}

Current intonational phonology does have an explicit assumption about how tonal units are linked to surface acoustic forms, however. Specifically, H and L are assumed (at least in practice) to correspond directly to $F_0$ peaks and valleys, i.e., turning points in the observed $F_0$ trajectories. The heights of these points are given specific values through a number of phonetic implementation rules such as downstep, upstep, final lowering, etc. The $F_0$ contours between the turning points are assumed to be generated through interpolation across the flanking accentual tones. In other words, the final generation of surface pitch trajectories is to connect adjacent $F_0$ turning points with $F_0$ lines that are either straight or “sagging.”

In many experimental approaches, a different division is often assumed, namely, there is a direct link between communicative functions and surface acoustic forms. Thus the quest is typically to find the acoustic correlates of certain communicative functions, such as focus, stress, newness, questions, etc. (e.g., Cooper et al., 1985; Cooper and Sorensen, 1981; Fry, 1958). Such approaches have met criticisms from phonologists, who argue that prosodic meanings are not directly mapped onto acoustic correlates (Ladd, 1996; Liberman and Pierrrehumbert, 1984). Instead, as they argued, intonational meanings should be first mapped onto phonological structures, which should in turn be linked to surface acoustic forms through phonetic implementation rules.

In the following discussion, I will argue that these two general approaches are both only
1. Although the tone of the third syllable in each panel remains the same, its $F_0$ trajectory is robustly different when preceded by four different tones in syllable 2.

2. There is nevertheless some consistency about each tone. In each panel, the four $F_0$ curves in syllable 3 gradually and asymptotically converge to a linear configuration that seems to be appropriate for the tone based on its traditional description (e.g., Chao, 1968): high-level for H, rising for R, and falling for F, as illustrated by the short straight dashed lines.

3. Assuming that these linear trajectories in some way resemble the desired goals for the tones, then the approximation of each goal starts roughly from the onset of syllable 3 and ends around the offset of syllable 3, regardless of whether the converging configuration is a slope or a horizontal line. Thus for Mandarin at least, the approximation of the underlying pitch target of a tone appears to coincide with the syllable.

4. Coinciding tones strictly with syllables seems to have led to cases of apparent “undershoot” at the tone-internal $F_0$ turning points (peaks in F and valleys in R) in syllable 3 when the initial $F_0$ is very different from the targeted extreme points. For example, the peaks in F become rather low in the L F and F F sequences in (c), and the valleys in R become rather high in the H R and R R sequences in (b). Furthermore, the location of these tone-internal turning points also varies: the greater the $F_0$ excursion in the early part of the syllable, the later the turning point.

5. In (d) the $F_0$ rise of R in syllable 3 continues for a while into the beginning of syllable 4, where the tone is L. That is, there is a “peak delay” (Xu, 2001). If the goal of the L in syllable 4 is low-level as suggested by (a)–(c), then the onset

---

1. The L tone was not used in syllable 3 in (Xu, 1999) to avoid the known L-tone sandhi which changes the first L into R, as detailed in 4.1.1.
of the approximation of that goal appears to be delayed by the sharp $F_0$ rise resulting from the implementation of the previous R.

6. If we view the $F_0$ variations of tones in terms of contextual influences from adjacent tones, then there is extensive carryover assimilation but little anticipatory variation. In other words, the contextual influences are asymmetrical, with the carryover assimilation fully dominating. There is nevertheless a small amount of anticipatory dissimilation: The $F_0$ of H in syllable 1 is higher when the tone of syllable 2 has a low $F_0$ point.

The above observations are backed by results of systematic quantitative analyses in (Xu, 1997, 1998, 1999, 2001) for Mandarin. They are also consistent with findings of Gandour et al. (1994) for Thai and those of Li and Lee (2002) for Cantonese. At least two conclusions seem obvious from these observations. First, because neither the overall $F_0$ height, nor the location and height of the tone-internal $F_0$ turning points remain constant for any tone in connected speech, there are no invariant surface acoustic correlates of tones. Second, what remains constant about each tone across different tonal contexts is an underlying trajectory that is continually approximated throughout the syllable to which the tone is associated.

Thus by systematically examining a melodic function whose communicative meaning and phonological status are both relatively unambiguous, the basic manner of its implementation seems to have been made to emerge. As I will show next, this manner of implementation is likely rooted in the articulatory mechanisms of speech production.

2. Basic biophysical mechanisms

Speech is produced by a biomechanical system consisting of articulators and a nervous system that controls them. As in any motor system, its biophysical properties determine its capabilities. In Section 1 will examine some of the properties that have been found critical for our understanding of speech melody.

2.1. Maximum speed of pitch change

The continually varying melodic patterns in speech are generated by the human larynx, the
organ that produces the fundamental frequency of voice ($F_0$). If likened to a musical instrument, the larynx belongs to the type that can produce only one note at a time and shift to a new note only after the previous note is over. This means that how quickly two adjacent notes can be produced is dependent on how quickly the vibratory property of the vocal folds, their tension in particular (Fujisaki, 1983; Titze and Talkin, 1979), can be changed. Several attempts have been made to assess this speed (Ohala and Ewan, 1973; Sundberg, 1979; Fujisaki, 1983; Xu and Sun, 2002). One consistent finding of these studies is that the maximum speed of pitch change increases as the size of the change becomes bigger. At the same time, however, the time taken to achieve a pitch change also increases with the size of the change (with the possible exception of lowering $F_0$ by professional singers (Sundberg, 1979)). Such relation is in general agreement with the kinematic principles proposed by Nelson (1983). The following linear equations were obtained by Xu and Sun (2002) for the mean speed of pitch change and time of pitch change averaged across 36 native speakers of American English and Mandarin.

$$s = 10.8 + 5.6 \, d \quad \text{(raising)} \quad (1)$$

$$s = 8.9 + 6.2 \, d \quad \text{(lowering)} \quad (2)$$

$$t = 89.6 + 8.7 \, d \quad \text{(raising)} \quad (3)$$

$$t = 100.4 + 5.8 \, d \quad \text{(lowering)} \quad (4)$$

where $s$ is the average maximum speed of pitch change in semitones per second (st/s), $t$ is the amount of time (ms) it takes to complete the pitch shift, and $d$ is the size of pitch shift in semitone. With these equations, given the magnitude of a particular pitch change, one can calculate both the mean maximum speed of the pitch change, and the average minimum time of the pitch change.

Xu and Sun (2002) also found that, when measured in semitones, male and female speakers do not differ much in the maximum speed of pitch change, nor do American English and Mandarin speakers. Also, pitch falls were found to be a bit faster than pitch rises, but only at magnitudes larger than four semitones. Below four semitones, a pitch rise is faster than a fall. Xu and Sun (2002) speculated that this might have to do with the fact that the pitch raising muscles such as the cricothyroids (CT) are faster but less powerful than the pitch lowering muscles such as the strap muscles.

The findings about the maximum speed of pitch change have many implications for our understanding of speech melody, of which I will mention just two here. First, according to Eqs. (3) and (4), it takes about 100 ms for an average speaker to change pitch by even the smallest amount. This means that a large amount of the contextual variability of a tone as seen in Fig. 1 is articulatorily unavoidable but also predictable, and as such it is neither deliberate nor random. Second, because of the substantial amount of time it takes to make any pitch change, it would be quite hard for the articulatory system to directly control the temporal location of $F_0$ turning points as has been suggested recently (Arvaniti et al., 1998; Atterer and Ladd, 2004; Ladd et al., 1999; Ladd et al., 2000), for that would entail constant re-calculations just to determine when to start the laryngeal movement toward a turning point based on tonal context as well as many other $F_0$-affecting factors, as will be discussed later.

2.2. Synchronization of tone and syllable

As discussed in Section 1.1, the implementation of an underlying tonal target seems to start at the onset of the host syllable and end at the offset of the syllable, or, in other words, tone and syllable are implemented in synchrony. Also discussed in Section 1.1 is that such synchrony is often achieved at the expense of full implementation of the tonal targets. As found in (Xu, 1994), such “undershoot” due to the “conflicting” tonal contexts, when severe, lowers the rate of tone recognition. Thus full synchrony is not always desirable so far as tonal transmission is concerned. This further suggests that the synchrony is obligatory rather than optional.

Further evidence for tone-syllable synchrony comes from two sets of findings regarding the $F_0$ contour variation in both the initial and final portions of a syllable. First, in Mandarin the alignment of $F_0$ contours does not change depending on whether the syllable has a nasal coda (Xu,
This remains true even when the nasal coda is longer than the nuclear vowel in cases where the vowel is mid or high. Fig. 2 shows mean $F_0$ contours of disyllabic words in Mandarin in which the first syllable has no nasal coda ($N = 0$), a short nasal coda ($N < V$), or a long nasal coda ($N > V$). The $F_0$ curves in the left two graphs are aligned to the onset of the first syllable, and all three curves in each graph are very similar to each other in shape and alignment. The curves in the right two graphs are aligned to the offset of the nuclear vowel in the first syllable. There the relative location of the curves becomes increasingly later relative to the nuclear vowel as the nasal coda becomes longer. Since all the tone sequences in the figure are R L, the greater consistency in the left graphs indicates that the alignment there is closer to the underlying alignment of the tone relative to the syllable. Similar alignment patterns have been reported for Thai, where the duration of the nasal coda varies compensatorily with the phonological length of the vowel. Just as the Mandarin case seen in Fig. 2, in Thai “more of the tonal contour falls on the vowel when it is long whereas more falls on the nasal when the vowel is short.” (Ohala and Roengpitya, 2002: p. 2285).

The second set of evidence for tone-syllable synchrony is that the underlying alignment of $F_0$ with the syllable does not change in Mandarin or English even if the initial or final (in English) consonant of the syllable is voiceless. As found in (Xu et al., 2003), the effect of voiceless consonants such as stops and fricatives is to introduce rather local perturbations without changing the carryover or anticipatory tonal variations reported in previous studies such as Xu (1997, 1999). Fig. 3 displays the $F_0$ contours of Mandarin syllables [ma], [ta], [tʰa] and [sa] with the tones R and F. Compared to the $F_0$ contours in [ma], in which the transition toward the current tonal target is visible, the $F_0$ curves in syllables with initial voiceless consonants start late and have various amounts of local perturbations at the voice onset. Nonetheless, if these local effects are put aside, the $F_0$ curves in [ta], [tʰa] and [sa] look very similar to those of [ma]. As a result, by the time the local effects are over, $F_0$ is already quite low in R (left panels) but quite high in F (right panels). So, the implementation of the tonal targets always starts from the beginning of the syllable in Mandarin, whether or not voicing continues through the initial consonant.
For English, Xu and Wallace (2004) compared $F_0$ contours of syllables with voiced and voiceless obstruents with those with sonorant consonants at word initial, medial and final positions. It was found that $F_0$ changes across the voiceless interval of the obstruents followed the same trajectory during the sonorant consonants despite apparent local perturbations by the consonants. It was also found that $F_0$ contours were more consistently aligned to the entire syllable rather than to only the vocalic portion of the syllable. These results suggest that, in English, too, the $F_0$ movement toward a possible underlying pitch target starts from the syllable onset and ends at the syllable offset.

Why, then, is there such seemingly strict synchrony? In speech, laryngeal movement for producing $F_0$ patterns and supralaryngeal movements that generate spectral patterns have to be separately controlled, for it makes the independent variations of the melodic and segmental components of speech possible. Separation of controls, however, does not necessarily mean total independence from each other, because there seem to be limited degrees of freedom in executing several movements concomitantly. Kelso (1984) asked human subjects to perform a simple task of wagging two fingers (one in each hand) together. At low speed, they could start the movement cycles of the two fingers either simultaneously, i.e., with 0° phase shift, or with one finger starting earlier than the other by half a cycle, i.e., with a 180° phase shift. At a high speed, however, they could move the two fingers together only with 0° phase shift. Schmidt et al. (1990) further found that the same happened when two people were asked to oscillate their legs while watching each other’s movement. Based on such findings, these authors suggest that (a) there is a deep-rooted biological tendency to coordinate one's movement with the environment whenever pertinent, regardless of whether the environment is within the same person or between persons, (b) the 0° phase angle is the most stable phase relation between two coordinated movements, and (c) at high speed, the only way to temporarily
coordinate two movements is to lock their phase angle at 0°, i.e., implementing them in full synchrony. If such coordination constraint is a fundamental mechanism in motor movement control, it must apply to speech as well. That is, the synchrony constraint may force the articulatory movements toward local pitch targets to coincide with certain recurrent articulatory cycles. There has been evidence that the syllable serves as such a coordinative structure to which many articulatory movements are aligned (Krakow, 1999; Fujimura, 2000; MacNeilage, 1998). As discussed earlier, pitch movements in speech are often as fast as possible (Xu and Sun, 2002). This means that it would be difficult for a speaker to maintain any phase relation between pitch movement and the syllable other than full synchrony.

2.3. The total pitch range

In the description of tone languages, it is often assumed that lexical tones take up the entire normal pitch range. Thus the H tone is assumed to be at the top of the pitch range and the L tone at the bottom of the pitch range. Data from Xu (1999) indicate, however, that at any particular sentence position, the pitch range across the four Mandarin tones spans no more than one octave, which is only half of a speaker's total pitch range. According to Fairbanks (1959) and Honorof and Whalen (in press), a speaker's conversational pitch range can span as much as two octaves. Thus even in a tone language like Mandarin, a full octave of the speakers' total pitch range, mostly in the upper region, is unused by lexical tones, and hence available for other purposes. As we will see later, this is an important fact for understanding of how multiple communicative functions can be concurrently transmitted.

3. Syllable-synchronized sequential target approximation

The foregoing discussion has introduced several crucial facts about tonal implementation in speech. First, it takes a significant amount of time to complete even the smallest pitch shift, and the time needed increases quasi-linearly with the size of pitch change. Second, no time intervals are preserved just for making transitions between tones. Instead, the transition toward each tone occurs in situ, i.e., during the syllable to which the tone is associated. In fact, the $F_0$ of an entire syllable constitutes a continuous transition toward an ideal pitch pattern of the tone. These facts therefore suggest syllable-synchronized sequential target approximation as the basic mechanism of tonal implementation. This mechanism has been summarized by Xu and Wang (2001) into the pitch target approximation (henceforth TA) model. At the core of the model is the assumption that associated with each tone is an ideal pitch target, which has a simple form such as static [high], [low] or [mid], or dynamic [rise] or [fall]. The process of realizing each tone is to implement its pitch target by approaching it asymptotically. A schematic illustration of the model is shown in Fig. 4. The vertical lines in the figure represent the onset and offset of two adjacent syllables. The straight dashed lines represent two adjacent pitch targets: a dynamic [rise] and a static [low]. The solid curve represents the surface $F_0$ contour, which is assumed to be the result of implementing the pitch targets under various articulatory constraints, including the maximum speed of pitch change. During target approximation, at each moment in time, the present articulatory state is compared only to the desired state of the current target, and the difference between the two determines the direction and speed of further $F_0$ movement. Nevertheless, an extensive influence from the last target is naturally entailed because the implementation of that target gives rise to the initial laryngeal state of the current syllable. This "carryover" influence, also naturally, diminishes over time as the current target is being approached. Finally, the approximation of the next target starts as soon as that of the current one is over, but not any time sooner.

As can be seen in Fig. 4, the synchronization of pitch target with the syllable does not always lead to perfect alignment of $F_0$ turning points with the onset or offset of the syllable. For example, the $F_0$ valley in syllable 1 resulting from the implementation of the [rise] target may vary in temporal location depending on the $F_0$ at the syllable onset, as can be seen in syllable 3 in Fig. 1b and d. The
same is true for $F_0$ peak when the target is [fall] as can be seen in syllable 3 in Fig. 1c. Also, the implementation of [rise] in syllable 1 in Fig. 4 results in a sharp rise by the syllable offset. This sharp rise carries a momentum that takes time to overcome. As a result, although the implementation of the next [low] presumably starts from the onset of syllable 2, $F_0$ does not start to go down until sometime after the syllable onset. Examples of such “peak delay” can be seen in Fig. 1d, and its underlying mechanisms have been discussed in detail in (Xu, 2001, 2002, 2003).

Note that under the TA model, pitch targets serve as some kind of *melodic segments* whose presence and implementation are obligatory. On the other hand, various aspects of the target approximation process may also be independently specified, and they may further determine the additional details of the output $F_0$. At least four of them, including the target itself, can be identified: (1) pitch target (specified both in terms of shape and height), (2) strength (which determines the approximation speed), (3) pitch range, and (4) syllable duration. In the following discussion, I will refer to these controllable aspects of the TA model as the *melodic primitives*. As is shown in Fig. 5, each of these primitives can have significant impact on the final output $F_0$, and thus is potentially useful as encoding elements for various communicative functions.

The impact of pitch target is seen in all four panels in Fig. 5. The target sequence in all panels is [high] [low] [high] [low], i.e., four static targets with two alternating heights. The asymptotic approximation of this particular target sequence produces similar up and down patterns in all panels. (The initial $F_0$ is arbitrarily set at a lower-middle level in all the plots.) In the upper left panel all the other three primitive are assumed to have normal values and the output $F_0$ there can therefore serve as a reference. The effects of pitch range adjustment are shown in the upper right panel. The pitch range of the first two syllables is both high and wide, while that of the second two syllables low and narrow. Note that the pitch range changes are applied through direct adjustment of target heights. As a result, the local shapes of the $F_0$ contours remain the same but the magnitudes of $F_0$ movements are changed considerably. The impact of strength is illustrated in the lower left panel, where the strength of the first and last syllables is strong while that of the middle two syllables weak. As a

---

3 This apparently bears the assumption that the adjustment is done before the neural commands are issued to the laryngeal muscles. This is different from the command response models by Ohman (1967) and Fujisaki (1983), in which two continuous pitch curves resulting from muscle responses to two streams of neural commands are generated first and then added together to form surface $F_0$ contours.
consequence, the final $F_0$ in the first and last syllables virtually reaches the targets, but that of the middle two syllables falls far short of their targets, resulting in severe “undershoot.” The effect of syllable duration is illustrated in the lower right panel. There the first and last syllables have long durations while the middle two syllables have short durations. Note that long duration gives rise to quasi-steady-state $F_0$ trajectories. Short duration, in contrast, leads to more dynamic-looking $F_0$ contours and greater “undershoot.”

When the effects of all the melodic primitives are combined, the resulting $F_0$ contours can be quite complicated. Nevertheless, because their manipulations are all applied to the core mechanism of syllable-synchronized sequential target approximation, the effects of the melodic primitives are predictable and likely recoverable in perception. As I will discuss next, these melodic primitives can be effectively used as the basic encoding elements in transmitting multiple communicative meanings.

4. Encoding multiple communicative functions in parallel

It has been long recognized that many layers of information need to be transmitted through speech melody. This need is probably most strikingly obvious in a tone language. As pointed out by Yip (2002: p. 129), exclamation mark original) “... tonal phonology does not take place in a vacuum, but is frequently affected by the morphology and syntax of the language. As a result, the tonal output may provide the listener with cues that signal, directly or indirectly, such things as phrase boundaries, compound structure, or syntactic category, as well as grammatical information such as tense or mood and of course lexical information!” As we will see later, the list can actually be much longer. Various suggestions, often in the form of analogies, have been made as to how it is possible to transmit multiple communicative functions simultaneously with a single medium, namely, $F_0$. Bolinger (1964) and Chao (1968) likened the local and global components to small ripples riding on big waves in the ocean. Liberman and Pierrehumbert (1984) and Chao (1932) likened them to contours drawn on elastic graphing paper that can be stretched or compressed. What we need to recognize is that analogies are just that, analogies. The actual mechanisms of intonation are not exactly the same as those of the systems they are likened to. $F_0$ is not really a wave. Nor is it drawn on graphing paper. Instead, as explained earlier, it has its own specific mechanisms which are in general biophysical. The core mechanism is likely
syllable-synchronized sequential target approximation, as is captured by the TA model. As we have just seen, manipulation of various aspects of the target approximation process, i.e., through the control of the melodic primitives, may have different impacts on the output $F_0$. What I will discuss in the following is that languages have developed distinct encoding schemes that encode individual communicative functions by specifying the values of one or more of the melodic primitives. I will also argue, however, that the encoding schemes can be language specific or universal, and simple or complex, and sometimes even non-unique in their mappings to the communicative functions.

4.1. Encoding schemes involving local pitch targets

A local pitch target (or simply “pitch target”) refers to the underlying ideal pitch trajectory associated with a segmental unit, typically a syllable. As discussed earlier, pitch targets may be viewed as the melodic segments because their assignment and implementation are obligatory. From a functional point of view, pitch targets have to be linked to some communicative functions. In a tone language, they are directly linked to lexical tones which serve to distinguish words or morphemes (although the mapping is not always one-to-one, as will be discussed next). In some languages, tones may also serve certain syntactic or discourse functions (cf. Yip, 2002 for a review). In so-called pitch accent languages such as Japanese, Lithuanian (Blevins, 1993), Swedish (Bruce, 1977; Gårding, 1982), etc. (also see Yip, 2002 for a detailed review), not every syllable carries a tone. However, as argued by Yip (2002), these languages are not fundamentally different from those considered truly tonal. From the perspective of the present paper, it suffices to recognize that pitch targets are also lexically assigned in these languages. The functional role of pitch targets is much less clear when it comes to nontone languages like English. In the two most influential frameworks of English intonation, the British nuclear tone analysis (cf. Cruttenden, 1997 for a comprehensive overview) and the Auto- and Metrical approach (Pierrehumbert, 1980), the basic intonational units are pitch accents, which are linked to words rather than syllables. And, pitch accents are considered to be directly linked to prominence. There is also an attempt to link accent types directly to discourse meanings (Pierrehumbert and Hirschberg, 1990).

4.1.1. Non-unique assignment of pitch targets in Mandarin

To make the issue of local target even more complicated, in many cases the association of the pitch target with a function is not one-to-one. That is, the assignment of targets is not only conventional and language-specific, but also often non-unique.

The non-unique assignment of pitch targets is most clearly seen in the case of tone sandhi, the phenomenon that the realization of a tone varies with adjacent tones. Chao (1968) described an extensive set of sandhi patterns in Mandarin. Chen (2000) devoted an entire volume to the documentation of various sandhi phenomena in a large variety of languages and dialects. The existence of many of these patterns has been confirmed by instrumental studies, (e.g., Lin et al., 1980; Lin and Yan, 1991; Shen, 1990, 1992; Shih, 1988; Wu, 1982, 1984; Xu, 1997). The mechanisms behind these phenomena, however, remain mostly unclear. In light of the TA model, we may distinguish between two types of contextual tonal variations: those due to target alternation and those due to articulatory implementation (Implementational variation). Target alternation occurs when the pitch target of a tone is changed before being implemented in articulation. Implementational variation, on the other hand, does not involve change of tonal targets. Instead, it occurs when the realization of the same target is varied due to articulatory constraints. In the following, I will briefly discuss only the L-tone sandhi patterns in Mandarin. A more detailed discussion of other sandhi patterns can be found in (Xu, 2004a).

Fig. 6 displays Mandarin L produced in different tonal contexts. Three types of L variations can be seen in the figure. In Fig. 6a are the average $F_0$ curves of the four Mandarin tones said in isolation by eight male speakers. Note that L in this graph has a final rise. Fig. 6b displays disyllabic sequences produced in a sentence-medial position. Here syllable 2 always carries L while syllable 1
Fig. 6. (a) Four Mandarin tones produced in isolation. (b) Mandarin L after four different tones, produced in carrier phrases. (c) Mandarin L before four different tones, also produced in carrier phrases. All F0 curves are averages of eight male speakers of Mandarin; adapted from Xu (1997).

carries four different tones. We can see that L in syllable 2 has no trace of the final rise as that in the left graph. As explained in (Xu, 2004a), this absence of final rise cannot be attributed to articulatory constraint. Rather, the pitch target implemented for L in a nonfinal position probably has no final rise to begin with. Hence, the alternation between versions of L with and without a final rise probably involves changes in the pitch targets prior to actual articulatory implementation.

The second type of L variation can be also seen in Fig. 6b. In the L L sequence, the first L is not very different in shape from R in the same syllable, although the two differ somewhat in overall height. Wang and Li (1967) found that Mandarin listeners could not distinguish words and phrases with L L sequence from those with R L sequence. This is further confirmed by Peng (2000) with Taiwan Mandarin speakers. Although acoustic studies have noticed that F0 values in the L L sequence are not exactly the same as those in the R L sequence (Peng, 2000; Xu, 1993, 1997; Zee, 1980), as is also apparent in Fig. 7b, it is quite clear that the F0 contour corresponding to the first L in the L L sequence cannot be explained in terms of articulatory implementation of a [low] pitch target according to the TA model, because there is no mechanism in the model for generating a falling-rising contour by asymptotically approaching a [low] target. Fig. 6c shows the L–L sandhi case as compared to L followed by other tones. Note here that the F0 contour of the first L in the L–L sequence is drastically different from those of other sequences, where there is virtually no F0 movement in anticipation of an upcoming tone (which is consistent with the absence of anticipatory assimilation discussed in Section 1.1). Given that the F0 contour of the L sequence closely resembles that of the R L sequence as seen in Fig. 6b, it is reasonable to assume that a pitch target similar to that of
R is reassigned to the first L in L L before its articulatory execution, and that after the reassignment, the execution of the target is just the same as that of any other target.

The third type of L variation can be seen in syllable 2 in Fig. 6b. When syllable 1 has different tones, L in syllable 2 has rather different onset $F_0$. These variations, because they can be readily explained by asymptotic approximation of the same [low] target when having different initial $F_0$, are likely directly due to the sluggishness of the $F_0$ changing process, as assumed by the TA model. They should therefore be considered as cases of implementational variation.

Target alternation may have evolved originally due to certain interaction between articulatory
and perceptual mechanisms, including those proposed by Ohala (1981, 1992). However, in many cases the original triggers are no longer recognizable. For example, there have been many attempts to find a plausible mechanism behind the Mandarin L-tone sandhi. However, according to Wu (1982, 1984) and Jiao (2001), similar shifts in tone category involving the same phonological tone occur in many northern Chinese dialects, but the phonetic values of this tone category vary extensively from dialect to dialect. It is thus likely that those dialects, Mandarin included, have inherited the same target alternation that may be originally triggered by an articulatory/perceptual mechanism, but the trigger is no longer present in the contemporary dialects. In some cases, however, the trigger may be still present. For example, Yoruba is known to have two tone spreading rules: (a) H → R/L,, and (b) L → F/H,. Being assimilatory in nature, they could be cases of implementational variation. However, my informal observations suggest that the rules apply even at very low speaking rate and across some pauses. This was confirmed by personal communication with Ian Maddieson. So, it is possible that the pattern has already fossilized into a target alternation rule. A more systematic investigation in which speaking rate is manipulated may help verify whether the variation involves true target alternation.

4.1.2. Pitch target assignment in English

For lack of space, I will mention only three target related issues in English that are important from the perspective of the TA model and the functional view of speech melody. The first is about the functional source of the pitch targets. There is little dispute that within-word pitch height specifications in English do not come from the lexicon. The AM model assumes that pitch accents are directly linked to prominence. Xu and Xu (in press) found, however, that the presence and gross pattern of local $F_0$ peaks are independent of focus. I will revisit this issue in Section 4.2.1 when discussing focus.

The second issue is about the density of pitch targets in English, i.e., are all or only some syllables assigned pitch targets in the language? In the AM model, only syllables considered to bear pitch accents are given tonal targets, while the $F_0$ of the unaccented syllables is assumed to derive from interpolation between adjacent pitch accents. Also related to this issue, partly based on the similarity among the $F_0$ profiles of words like “limb”, “limo” and “limousine,” it has been argued that the temporal domain of a pitch accent, such as H*L or L*H is a (prosodic) word rather than a single syllable (Pierrehumbert, 2000). Some recent findings have raised questions about the low density assumption, however. I will discuss them in detail in Section 4.3.1. But just briefly here, there is a virtual lack of anticipatory tonal influence in English just like in Mandarin as discussed in Section 1.1. Such lack of anticipatory influence would render interpolation an impossible mechanism for generating surface $F_0$ trajectories, which in turn suggests the possibility that every syllable in English is assigned a pitch target at the moment of its articulation.

The third issue is about whether pitch target assignment by a function is unique in English, i.e., whether there is an invariant pitch target assignment by a function in all contexts. As will be discussed in Section 4.2.1, Xu and Xu (in press) have argued that the underlying pitch target of a stressed syllable in American English alternates between [high] and [fall] depending on whether the syllable is word final and whether the word is under focus. Thus pitch target assignment in English does not seem to be uniquely related to a single function.

4.1.3. Pitch targets can be both simple and complex

The discussion in Section 1.1 has established that what remains constant about a lexical tone in Mandarin is an underlying target that is continuously approximated during its host syllable. The shapes of these targets suggest simple, linear functions. While these unitary linear functions seem to suffice for the four Mandarin tones produced in nonfinal positions, they may not be always fully adequate, even for Mandarin. Also from the perspective of articulation, there is no strong reason why underlying pitch targets cannot have shapes other than those of simple linear functions, as long as the approximation of the target shapes is possible given the maximum speed of pitch change. For example, it is quite likely that the Convex tone in Zhenhai, China, as described in detail by Rose
(1988), has a convex pitch target as opposed to a simple [fall] that may underlie the Falling tone in the dialect. It is also possible to assign two successive pitch targets to a single tone. The Beijing Mandarin L said in isolation or in a pre-pausal position may have either a static [mid] or [mid-high] or a dynamic [rise] following the early [low]. In general, as long as it is recognized that surface F0 contours do not directly map onto the underlying pitch targets, the exact property of each pitch target in a particular language or dialect is an empirical issue. What is critical is that the contribution of asymptotic target approximation has to be teased out when considering the possible underlying properties of the pitch target.

4.2. Encoding schemes involving pitch range

Pitch range specifies the pitch interval within which local pitch targets are implemented. It can be defined by two parameters: height and span (Ladd, 1996). As discussed in Section 2.3, for an average speaker, the entire exploitable pitch range is quite large, about 2 octaves (Fairbanks, 1959; Honorof and Whalen, in press). This is more than twice as much as needed for lexical tones (Xu, 1999). Thus even in a tone language like Mandarin there is much room left in the pitch range for functions other than lexical tone. As illustrated in Fig. 5, it is possible to shift the height of a pitch target without changing anything else about it. This property of the target approximation process has apparently been put to good use by languages. In the following I will first discuss the use of pitch range specifications by focus and new topic/turn taking. I will then discuss a third function, namely, sentence type, which may also use pitch range as its major encoding element.

4.2.1. Focus

Focus has been increasingly recognized in recent research as an independent linguistic function with robust acoustic manifestations. When the sentence “Mary saw John” is said in response to the question “Who did Mary see?” the word “John” is naturally emphasized, hence, “focused.” Focus is therefore emphasis motivated by discourse/pragmatics. A finer distinction is sometimes made between emphatic focus and contrastive focus. The aforementioned sentence would be an example of the emphatic focus. An example of the contrastive focus would be “Mary saw John, not Linda”, in response to the statement “Linda saw John.”

Note that in both cases the speaker’s choice of whether and where to place focus is based on the assessment of the information flow in the discourse rather than on other concerns (see Bolinger, 1972, 1989; van Heuven, 1994 for more detailed arguments). In other words, the location of focus is independent of lexical tone, lexical stress, syntax, and prosodic structure of the sentence, although there may be interactions between focus and these factors. Furthermore, it has been demonstrated that units as small as a single segment can be put under focus (van Heuven, 1994). Thus, neither the location nor the scope of focus is fully predictable solely on the basis of the utterance containing the focus, although many sentences can conceivably have a default focus pattern. A wh-question, for example, often attracts a default focus on the wh-component, especially when there is no wh-movement (Ishihara, 2002).

Also, by definition, focus is an utterance-wide function. With focus, the speaker tries to indicate that a particular component of an utterance is singled out against all other components. It follows, then, what is being emphasized is given special articulatory/acoustic treatments, including larger pitch range, longer duration, greater intensity, more expanded vowel space, more clearly enunciated consonants and vowels, and more forcefully implemented pitch targets, etc. What may also follow is that portions of the utterance not being emphasized should be deemphasized. As can be seen in Fig. 7a and b, however, deemphasis does not happen evenly in Mandarin in all nonfocused regions as far as F0 is concerned. Pitch range of post-focus words is compressed extensively. Pitch range of pre-focus words, in contrast, remains largely the same as in utterances without narrow focus. Similar patterns have been found in other tone or pitch accent languages: Shanghai Chinese.

---

4 See Gussenhoven (in press) for detailed discussion of subtle distinctions of different types of focus and how they are related to syntax and discourse.
The importance of the asymmetrical pitch range modification by focus has also been demonstrated in various perception studies (Botinis et al., 2000; Hasegawa and Hata, 1992; Krahmer and Swerts, 2001; Mixdorff, 2004; Rump and Collier, 1996; Xu et al., 2004b). Furthermore, Xu et al. (2004b) found that subjects could correctly imitate the global focus profile of a sentence even if they could only hear the post-focus portion of an utterance when the focused word was replaced by noise. Xu et al. (2004a,b) therefore argued that a narrow focus is melodically encoded through a tri-zone pitch range control: the pitch range of the focused region is expanded; that of the post-focus region compressed; and that of the pre-focused region left largely neutral. According to this understanding, pitch range variations in all three regions are components of the encoding scheme of focus, or intrinsic properties of focus. Note that this view is different from that of the AM theory, in which the focus-related pitch range variations discussed in this section are attributed to separate sources: on-focus pitch range expansion to a nuclear accent, and post-focus pitch range suppression to a phrase accent (Grice et al., 2000; Pierrehumbert, 1980; Pierrehumbert and Beckman, 1988). The notion of phrase accent is particularly complicated, because, in order to account for the entire temporal span of post-focus pitch range suppression, the phrase accent is required to have both a primary association to the right edge of the post-focus region and a secondary association to the right edge of the focused word (Grice et al., 2000; Pierrehumbert and Beckman, 1988).

4.2.2. Sentence type: Statement versus question

The distinction between statement and question, yes–no question in particular, has always been considered a core function of intonation. And yet the exact formation of question intonation is still very much an open issue. Aside from the matter of whether yes–no questions always have a rising intonation, which I will briefly discuss later, even when a question sounds clearly different from a statement, its exact acoustic manifestation and especially its underlying representations are in much dispute. The most obvious \( F_0 \) pattern associated with a yes–no question is the
final rise, which has been attributed to a high boundary tone H% in the AM theory (Pierrehumbert, 1980; Ladd, 1996). There is evidence, however, that question intonation involves not only local \( F_0 \) variations, but also more global patterns. Thorsen (1980) conducted a gating experiment in which Danish subjects heard both statements and yes–no questions with increasingly longer initial or final portions of the sentence removed. She found that when the initial portions of the sentence were removed, listeners were always able to distinguish the two sentence types; when the final portions were removed, listeners continued to hear the question/statement distinction until only the first stress group was left. Eady and Cooper (1986) also found, through acoustic analysis, that not only is the \( F_0 \) of the final syllable raised in English yes–no questions, but also is that of all prominent words on and after focus. Myers (1999a) reported that in Chichewa, a Bantu language (spoken in Malawi) with three level tones, in addition to a final rise in a yes–no question, the \( F_0 \) of non-final H tones in the sentence are also raised, and the amount of raising is greater the closer the tone is to the end of the sentence.

The findings of Thorsen (1980) and Eady and Cooper (1986) demonstrated that in both Danish and English, the global \( F_0 \) raising is conditioned by focus, such that the significant \( F_0 \) increase occurs only from the focused element onward. A recent study by Liu and Xu (2004) found similar focus-conditioned \( F_0 \) raising in Mandarin. Fig. 8a and b show mean \( F_0 \) contours of Mandarin yes–no question versus statement in sentences consisting of only H tones. In Fig. 8a focus is either on the sentence initial word, or there is no narrow focus (neutral focus). In Fig. 8b, focus is either sentence medial or sentence final. It is apparent from Fig. 8 that the divergence between statement and question starts from the focused word. Neither does the divergence always start from the beginning of the sentence, nor does it always occur only in the final syllable or word. \( F_0 \) of sentences with other tones showed comparable patterns, although the details are varied depending on the properties of the lexical tones (Liu and Xu, 2004).

---

**Fig. 8.** Mean \( F_0 \) contours (40 repetitions by eight subjects) of Mandarin question versus statement. Sentences in (a) and (b) consist of only H tone, but differ in focus conditions. In (a) either focus is on the sentence initial word, or there is no narrow focus. In (b) focus is either sentence medial or sentence final. Sentences in (c) and (d) consist of only R tone or F tone. Data from Liu and Xu (2004).
The focus-conditioned \( F_0 \) raising in yes-no questions indicates that the final rise, though often the most obvious characteristic, does not constitute the entire encoding scheme of question intonation. Myers (2004) attributes the immediate pre-boundary raising to coarticularatory assimilation to the boundary tone and the longer-range global raising to perceptual assimilation. The premise of this hypothesis is that only the boundary tone is the direct melodic correlate of questions, while the other variations are linked to questions only through boundary tone. As has been seen in Fig. 1 (and will be seen again in Fig. 9), a truly local pitch target is not articulatorily anticipated during the preceding syllables. It is thus unlikely that the pitch raising before the final word in questions is due to coarticulation. Rather, the \( F_0 \) patterns found in tone languages demonstrate that question intonation as an encoding scheme is independent of lexical tone, as can be seen in Fig. 8c and d in which are overlaid \( F_0 \) contours of Mandarin statements and yes-no questions consisting of either all R tone (c) or all F tone (d) (Liu and Xu, 2004). While the overall heights of the two \( F_0 \) tracks in each plot become increasingly different over time, the local contours related to lexical tones remain largely the same. The encoding scheme for sentence type thus seems to consist mainly of pitch range adjustments (or phrase curve adjustment suggested by Yuan et al., 2002) rather than the assignment of a single tonal element at the end of the sentence. Such pitch range adjustment is described as a linear function by Thorsen (1980). But data from Liu and Xu (2004) suggest that the function may be nonlinear, with greater increase toward the end of the sentence. The nonlinearity may explain why the final raising is typically much more prominent than in earlier regions. Note that linear or nonlinear, the pitch range adjustments are, articulatorily, part of the execution of the question function itself rather than anticipation of a single pitch target associated with only the right edge of the sentence.
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**Fig. 9.** (a) Mandarin sentences containing three consecutive neutral tone (N) syllables. They are preceded by H (left graph) or R (right graph) and followed by F or L (in both graphs) (data from Chen and Xu, forthcoming). (b) Mean \( F_0 \) curves of the American English sentence “Lee may know my niece” (left) and “Lee may know my nanny” (right) (adapted from Xu and Xu, in press). The sentences either have no narrow focus (thin line) or a narrow focus on the last word.
The focus-controlled, nonlinear pitch range modification may not be the sole component of the encoding scheme for question intonation. In English, for example, there is evidence that speakers produce questions not only by raising $F_0$ at the end of the sentence, but also by using a low-rise pitch pattern for the focused word (Eady and Cooper, 1986). Thus the encoding scheme of questions in English may involve, in addition to the focus-conditioned nonlinear pitch range raising, [low] or [rise] pitch targets assigned to the stressed syllables in the sentence. In Greek, Hungarian, Romanian and Neapolitan Italian, as reported by Grice et al. (2000) and D’Imperio (2001, 2002), $F_0$ always drops rather than rises at the end of a yes–no question, but the alignment of the final $F_0$ peak may differ between question and statement. Furthermore, there is evidence that at least in Neapolitan Italian there are also pitch range differences related to sentence type (D’Imperio, 2001). It is thus possible that the encoding schemes for sentence type in the other languages in this group also include similar nonlinear pitch range manipulation. Further investigation into these languages in this regard is needed.

Similar to nonlinear $F_0$ raising in questions, there is evidence that the gradual $F_0$ lowering in statements is also nonlinear, both in regard to the effects often referred to as downstep and declination (‘t Hart et al., 1990; Ladd, 1984), and in regard to the “final lowering” found by Liberman and Pierrehumbert (1984). Also similar to the case of question intonation, both the more gradual lowering toward the end of the sentence and the much greater lowering at the end of the sentence should belong to a single encoding scheme that contrasts statements with questions.

Finally, as suggested by Bolinger (1989) and confirmed by Shattuck-Hufnagel and Turk (1996), only about half of the sentences with question syntax are said with a “rising intonation” during conversation. At the same time, many sentences without question syntax are said with question-like rising intonation. It is possible, as Bolinger (1989) has argued, it is mostly pragmatic meanings rather than syntactic structures that determine the employment of question intonation. Furthermore, it is possible that additional pitch range manipulations can further differentiate different kinds of meanings related to questions: incredulity, ignorance, inquiry, politeness, uncertainty, confirmation, demand, etc. It is still an open question as to how different languages encode these shades of meanings differently in question intonation.

4.2.3. New topic turn taking

The previous section shows that part of the overall $F_0$ decline of a sentence, which has been found in many studies (Cohen et al., 1982; Cohen and ‘t Hart, 1965; Cooper and Sorenson, 1981; Pike, 1945; Ladd, 1984; Maeda, 1976; Shih, 2000), is attributable to the encoding scheme of contrasting statements with questions (and possibly also with continuation). But this contrast may not explain the full amount of declination, especially considering that the lowering in a statement is nonlinearly increasing toward the end of the sentence, as just discussed. This increasing decline is different from the generally reported “decline line,” which is more nonlinear near the beginning of the sentence, with faster $F_0$ descent followed by slower descent, as is modeled by the exponential downstep function proposed by Pierrehumbert (1981) for English, and the exponential declination function proposed by Shih (2000) for Mandarin. As found by several studies (Lehiste, 1975; Nakajima and Allen, 1993; Umeda, 1982), the extreme cases of very high initial $F_0$ and very fast descent afterwards typically occur in the first sentence of a paragraph. Umeda (1982) suggests that such high initial $F_0$ is used as a beginning signal for a new topic. Nakajima and Allen (1993) reported data on high $F_0$ values related to topic shift. Further evidence comes from investigation of $F_0$ reset between adjacent sentences as a discourse function (e.g. Swerts, 1997). More recent research findings by Alku et al. (2002) and by Brungart et al. (2002) indicate a close link between high $F_0$ and high intensity. This seems to suggest that $F_0$ raising at the start of a new topic or conversational turn is for the sake of increasing amplitude in order to draw listeners’ attention. Regardless of its precise nature, the initial $F_0$ raising, which is apparently also nonlinear, seems to belong to an encoding scheme for new topic/turn taking,
thus is independent of the encoding scheme for
sentence type as discussed in Section 4.2.2.

4.2.4. The effects of pitch range manipulation
combined

With pitch range adjustment as their major
means of coding, the three proposed encoding
schemes just described can be effectively mani-
 fested in parallel with encoding schemes that
mainly involve local pitch targets as discussed in
Section 4.1. Also importantly, the pitch range
adjustments by these encoding schemes, when
combined with each other and with the effects of
local pitch targets, can generate robust variations
in the overall F₀ profile of an utterance. Such com-
bined effects may account for a large portion, if
not all, of declination. As we have seen so far, sev-
eral functions contribute to the overall downtrend
in an utterance, each in its own unique way.
Downstep is brought by any pitch target with a
low component, which raises the F₀ of the prece-
ding syllable and lowers that of the following sylla-
ble (Gandour et al., 1994; Laniran and Clements,
2003; Xu, 1999). Focus introduces an asymmetri-
cal pitch range adjustment that suppresses post-
focus F₀ much more than pre-focus F₀ (Cooper
et al., 1985; Xu, 1999). New topic/turn taking
raises sentence initial F₀ (Lehiste, 1975; Nakajima
and Allen, 1993; Swerts, 1997; Umeda, 1982).
And, statement intonation lowers F₀ toward the
tail of the sentence (Liberman and Pierrehumbert,
1984; Liu and Xu, 2004). Note that based on this
understanding, depending on which of these
coding schemes are in effect, the steepness of
the declination line can vary significantly across
sentences. This may explain the vastly different
deciliation rates one may find in the literature.

4.3. Encoding schemes involving strength

To implement pitch targets, physical effort needs
to be exerted. Such effort involves muscle forces
whose strength determines how quickly a pitch tar-
get, together with its pitch range adjustment, is
approached during articulation. Other things being
equal, therefore, greater strength would enable a
pitch target to be approached sooner than weaker
strength would. Though probably not intuitively
as obvious as pitch target and pitch range, strength
has potential impact on surface F₀ contours, as has
been illustrated in Fig. 5. As a directly controllable
parameter with predicatable acoustic consequence,
strength is thus a likely encoding element for
speech melody. The functional use of strength has
not been studied as extensively as local F₀ shapes
and overall pitch ranges. Nevertheless, there is al-
ready increasing evidence for it. Interestingly, the
effectiveness of strength is more easily seen when
it is weaker rather than when it is stronger. Such
is the case with the Mandarin neutral tone, English
unstressed syllables, and rhythmic structure in
Mandarin.

4.3.1. Strength as lexical information

For various languages, certain syllables are
considered to have no pitch units of their own, and
their F₀ is assumed to come from interpolation be-
tween adjacent tones. In Mandarin, the neutral
tone, which is a weak tone typically much shorter
than the four full lexical tones (Lin, 1985; Lin and
Yan, 1980), is often considered to be toneless or
targetless (as reviewed by Yip, 2002). For English,
vocalic segments between the accents are consid-
ered to be targetless and their F₀ assumed to be de-
derived from interpolation. For some African tone
languages, certain tones, e.g., L in Chichewa, are
assumed to be unspecified for tonal values because
their F₀ varies with surrounding tones and they do
not participate in various phonological processes
(Myers, 1999b). Several recent studies, however,
show evidence that the F₀ of weak syllables cannot
have come from interpolation between the preced-
ing and following syllables. Fig. 9a shows Manda-
arin sentences containing three consecutive neutral
tone (N) syllables (Chen and Xu, forthcoming).
They are preceded by H (left graph) or R (right
graph) and followed by F or L (in both graphs).
We can see that the full tone of the last syllable
(F or L) has no influence on the preceding neutral
tones. Fig. 9b shows mean F₀ curves of the Ameri-
can English sentence “Lee may know my niece”
(left) and “Lee may know my nanny” (right) (Xu
and Xu, in press). The sentences either have a nar-
row focus on the last word (thick curves) or no
narrow focus (thin curves). Just as in the Manda-
rin case, the extensive F₀ difference in the last word
due to focus has no effect on the $F_0$ of the preceding weak syllable "my." Meanwhile, as found by Chen and Xu (forthcoming), in Mandarin, the $F_0$ of a full-tone syllable is dependent on that of the preceding neutral-tone syllable. Ladd and Schepman (2003) also showed that when the number of weak syllables between two accented syllables changed in English, it is the $F_0$ of the following rather than the preceding accented syllable that is affected. Such asymmetry in contextual $F_0$ variation makes it unlikely that the $F_0$ of a weak syllable in Mandarin or English is derived from interpolation between the surrounding strong syllables, for the interpolation line would have to be drawn toward an endpoint whose $F_0$ is dependent on $F_0$ in the past—a process that is obviously circular.

Given that the $F_0$ of the weak syllable is extensively influenced by the preceding syllable, the mechanism of $F_0$ production in the weak syllable is probably not mechanistically different from that of the strong syllables as shown in Fig. 1 and summarized in the TA model (Fig. 4). But there is a critical difference nonetheless, mainly in terms of the speed of target approximation, which determines how fully a target is approached within the allocated time interval, and syllable duration, which determines how much time is allocated to the target approximation process. The weak syllables also differ from the strong ones, of course, in terms of their pitch target values. For that, there is evidence that the target value of weak syllables in Mandarin (Chen and Xu, forthcoming) and English (Xu and Xu, in press) is half way between the maximum and minimum $F_0$ of the upcoming full tones or stressed syllables, indicating a mid-level static target in both languages. Due to the weak strength, the approximation of the static target associated with a weak syllable can be very slow. As found by Chen and Xu (forthcoming), the $F_0$ trajectories of consecutive neutral tone syllable in Mandarin are not fully converged even by the end of the third neutral-tone syllable after different full tones. This is in stark contrast to those of the full tones, which are virtually converged by the end of the first syllable after different tones, as can be seen in Fig. 1. The slow target approximation thus gives rise to the interpolation-like $F_0$ transitions across the weak syllables.

As to how weak the strength can be, it has been suggested that sometimes the level of articulatory effort is zero, i.e., with no active muscle forces present. The assumption is that when muscle forces are absent, $F_0$ would automatically relax toward a rest position due to the elasticity of the vocal folds. This has been suggested as one of the possible ways how the neutral tone in Mandarin is phonetically implemented (cf. discussion in Yip, 2002). Relaxation toward a rest position is a core component of the command-response model (Fujisaki, 1983), in which $F_0$ automatically returns to a base line when there are no active muscle commands. Note that such automatic return can happen only under a limited number of scenarios, (1) if the vocal folds are stretched beyond their resting lengths during phonation, and (2) when an antagonist muscle is in constant contraction, thus acting like a stretched rubber band. Scenario 1 is unlikely according to Hollien (1960) and Hollien and Moore (1960), who have shown that the vocal folds are typically shorter during phonation than during rest. Scenario 2 requires that at least one of the $F_0$ controlling laryngeal muscles, e.g., the vocalis, be in constant isometric contraction during phonation, which is also unlikely, although future evidence could show otherwise. Note that the lack of automatic return to a neutral state does not mean the absence of a neutral target. It is highly plausible that the [mid] target reported in (Chen and Xu, forthcoming) for Mandarin and in (Xu and Xu, in press) for English is related to a neutral pitch register near the level of the habitual pitch (Zemlin, 1988). However, this pitch is likely to be a real target and hence is implemented with active muscle force, although the strength of the force may be very weak at times. Note also that following this understanding, while the presence of a target is obligatory, the type of target and the amount of strength applied to the target implementation is by choice, and hence information bearing.

The target-plus-weak-strength hypothesis for the weak syllables has implications for the issue of whether pitch accents in languages like English have only word-size whole contour specifications, as mentioned in Section 4.1.2. While it is likely that at a certain abstract level an accent functions
as a whole entity, at the level of articulatory implementation, the accent shape has to be realized though accent-internal pitch target assignment. That is, each and every weak syllable would be assigned a default [mid] target as well as weak articulatory strength. This would make it possible for the TA process to generate \( F_0 \) contours during weak syllables. In addition to the theoretical considerations presented here and acoustic data reported elsewhere (Chen and Xu, forthcoming; Xu and Xu, in press), there has also been preliminary support from synthetic simulations. Sun (2002) compared three algorithms for synthesizing English intonation based on speech in a newsreading corpus. He showed that the two algorithms that use the syllable as the unit of \( F_0 \) contour parameterization—the Three-target (per syllable) model (Black and Hunt, 1996) and a simplified TA model, both performed better than an event-based algorithm that uses whole pitch accent as the unit of \( F_0 \) contour parameterization (Taylor, 2000).

4.3.2. Strength as grouping, chunking, demarcation information

In addition to encoding lexical information, strength may also serve to group syllables into chunks, and to group smaller chunks into larger ones. Such grouping is closely related to a hierarchical prosodic structure whose function is not yet quite clear. It has been argued that prosodic structures are governed by syntactic structures (Selkirk, 2002). But there is also evidence that the link between the two is not always close. Shih (1986) and Speer et al. (1989) demonstrate that the occurrence of the L-tone sandhi in Mandarin (as discussed in Section 4.1.1), is more directly governed by prosodic rather than by syntactic structure of the utterance. What is determined by prosodic structure is the grouping relation among the linear sequence of syllables and words. Shih and Sproat (1992) and Shih (1993) further demonstrate that a syllable’s ability to resist tonal coarticulation from adjacent tones is related to its prosodic strength. Tones on prosodically weak, but not necessarily lexically weak, syllables tend to have less extreme tone shapes, or, in other words, greater undershoot.

Xu and Wang (2005) investigated how prosodic grouping is manifested through strength by comparing, among other things, degrees of undershoot of tonal targets as related to the number of syllables in a group. Fig. 10 displays mean \( F_0 \) contours of R and F sequences with varying numbers of syllables said in the middle of a carrier. The all-R and all-F sequences impose great pressure on tone production (Xu, 1994) and hence would best reveal the strength differences among the syllables. As can be seen in Fig. 10, as the number of syllables increases, the magnitude of \( F_0 \) excursion decreases, which appears to be related to the insufficient increase in syllable duration as the group size becomes larger. Meanwhile, the magnitude reduction differs in various locations. But it seems that in each case it is the first and last syllables in the group that are reduced the least. There thus appears to be an “edge marking” effect. These patterns are similar to the prosodic strength patterns obtained by Kochanski et al. (2003) for Mandarin, although the details are different. Whereas they reported consistent stronger strength in the first syllable than in the second syllable, in our data, as shown in Fig. 10, the second syllable is weaker than the first only in tri-syllabic and quadra-syllabic groups. Our data are still preliminary and it awaits further analysis to confirm what the \( F_0 \) plots appear to show.

The three cases just discussed, namely, Mandarin neutral tone, English weak stress, and prosodic grouping in Mandarin, demonstrate the potential effectiveness of strength as an encoding element. But this aspect of speech melody is just beginning to be investigated. Much further research is needed to determine its specific usages and their effectiveness in encoding certain functions in various languages.

4.4. Encoding schemes involving syllable duration

Intuitively, duration is not part of speech melody. It nevertheless is an intricate aspect of speech prosody, for much of the prosodic structure and variation may have to do with duration. Such durational variation should affect \( F_0 \) contours, according to the TA model. That is, other things being equal, shorter duration makes a pitch target
Fig. 10. Mean $F_0$ contours of consecutive R and F sequences with varying numbers of syllables said in middle of a carrier (Xu and Wang, 2005).

less likely to be reached by the end of the syllable, as we have seen in Fig. 5. Thus shortened duration may be used in conjunction with reduced articulatory strength for encoding certain functions. The grouping function discussed in Section 4.3.2, for example, is likely at least partially implemented with manipulation of syllable duration.

The importance of syllable duration can be also seen in the distributional patterns of contour tones among tone languages. Recent typological studies have found a close relation between the occurrence of dynamic tones and average vowel length (hence syllable length) in a language (Gordon, 1999; Zhang, 2001). Xu (2004a) argues that this may have to do with the fact that when syllable duration becomes very short, it is articulatorily impossible to produce a dynamic tone in many tonal contexts. This is because the implementation of a dynamic tone like R or F requires two $F_0$ movements within a single syllable when it is preceded by a tone that generates an offset $F_0$ very different from the initial pitch of the R or F. When syllable duration is about 150 ms or shorter, which frequently happens in languages with "weak syllable weight," e.g., Shanghai Chinese (Duanmu, 1994), there is virtually no way for an average speaker to produce two movements in a syllable according to Eqs. (3) and (4) presented in Section 2.1.

5. Modeling

5.1. The parallel encoding and target approximation (PENTA) model

The discussion thus far has demonstrated the following understanding of speech melody. First, maximum speed of pitch change and synchronization of pitch movements with syllables impose strong articulatory constraints on the generation of surface $F_0$ contours. Second, the basic articulatory mechanism of $F_0$ generation is likely to be
syllable-synchronized sequential target approximation. Third, the assignment of pitch targets by various functions is language specific and often non-unique. Fourth, the melodic components of speech are likely defined and organized in terms of function rather than form. Finally, multiple communicative functions can be transmitted in parallel, likely through distinctive encoding schemes, each specifying the values of one or more of the four melodic primitives—pitch target, pitch range, strength and duration.

This new level of understanding allows us to expand the target approximation (TA) model (Xu et al., 1999; Xu and Wang, 2001) into a more comprehensive model of speech melody. The parallel encoding and target approximation (PENTA) model was thus proposed (Xu, 2004b). A diagram of the PENTA model is shown in Fig. 11. The stacked boxes on the far left represent individual communicative functions. These functions control $F_0$ through distinctive encoding schemes (the second stack of boxes) that specify the values of the melodic primitives (middle block), which include local pitch target, pitch range, articulatory strength and duration. The values of the melodic primitives as stipulated by different encoding schemes can be specified both symbolically and numerically. Table 1 shows possible symbolic values of the melodic primitives.

As can be seen in Table 1, a local pitch target can be either static, e.g., [high], [low] or [mid], or dynamic, e.g., [rise] or [fall]. When a target is static, its relative pitch height is the only intended goal. Pitch range determines the frequency scope across which local pitch targets are implemented. It has two kinds of specifications: height and span. Height specifies the relative height of the pitch range, e.g., high, low or mid. Span specifies the width of the pitch range, e.g., wide or narrow. Articulatory strength specifies the speed at which a local pitch target is approached. When the strength is strong, the target is approached faster than when it is weak. Duration specifies the length of the time interval (typically that of syllable) during which a target is approximated. Note that although symbolic values are suggested for all the melodic primitives in Table 1, their specifications do not have to be always categorical. The categoricalness of the melodic specifications depends on the function being encoded. It is conceivable, for example, that the pitch range specification by new topic/turn taking and strength specification by grouping are gradient, as the functions themselves are conceivably rather gradient.

An example of encoding schemes for lexical tone and focus is presented in Fig. 12, which shows

**Table 1**
Possible symbolic values of the melodic primitives: pitch target, pitch range, strength and duration, which may be notationally distinguished from one another by [ ], underline, boldface and italic, respectively.

<table>
<thead>
<tr>
<th>Local target</th>
<th>[high], [low], [rise], [fall], [mid]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch range</td>
<td>Height</td>
</tr>
<tr>
<td></td>
<td>Span</td>
</tr>
<tr>
<td></td>
<td>high, low, mid</td>
</tr>
<tr>
<td></td>
<td>wide, narrow, normal</td>
</tr>
<tr>
<td>Strength</td>
<td>strong, weak, normal</td>
</tr>
<tr>
<td>Duration</td>
<td>long, short, normal</td>
</tr>
</tbody>
</table>

---

![Fig. 11. A schematic sketch of the PENTA model. See text for explanations. The unnamed block at the bottom left indicates communicative functions yet to be identified.](image-url)
an actual case of simultaneous transmission of lexical tones and focus in Mandarin, with decomposition of the functional components in the framework of the PENTA model. Displayed in the graphic part of Fig. 12 are the mean $F_0$ curves of the Mandarin sentence “Māomi mō māomi” [Cat-rice strokes kitty] (tone sequence: HLHHH) said with and without initial focus (thick-solid/thin curves), together with the average $F_0$ curve of an all-H sentence without narrow focus as reference (dotted line). The lexical tones are associated, via tonal rules specific to Mandarin, with the local targets [high] and [low], respectively, as shown in the Tonal tier below the $F_0$ plot. When the first (disyllabic) word of the sentence is focused, the encoding scheme of focus assigns a wide pitch range to the focused syllables, and a narrow + low pitch range to the post-focus words, as shown in the Focal tier below the $F_0$ plot.

The symbolic representations of the local targets and pitch ranges also correspond to specific numerical values. The specific height and shape of the local pitch targets corresponding to the lexical tones are depicted by the short horizontal lines in the figure, indicating that they can be represented numerically by simple linear functions. The pitch range adjustments by focus are indicated by the block arrows. The two unfilled block arrows on the left indicate a wide pitch range as compared to a normal range not explicitly depicted in the graph. The filled block arrow on the right indicates a narrow + low pitch range (though narrow is not obvious because all the local targets in these post-focus words are static).

In the PENTA model, the melodic primitives are, at the same time, control parameters for the TA model that simulates articulatory implementation of the pitch targets. Through the TA model, the control parameters corresponding to the melodic primitives are turned into continuous $F_0$ contours through asymptotic approximation of pitch targets, which are synchronized with their associated syllables. Under the constraint of maximum speed of pitch change (Xu and Sun, 2002), such asymptotic approximation often results in a long transition in the early part of a syllable, as we have seen in Fig. 1. The asymptotic transitions are also apparent in syllables 1–3 in Fig. 12, as indicated by the line arrows. In addition, the target approximation process also produces the peaks in syllables 1 and 3 (the latter only when with initial focus), and the valley in syllable 3. Thus through target assignment by the encoding schemes and target approximation by articulatory implementation, the functional components of intonation are eventually turned into continuous $F_0$ contours.

Initial effort to quantify the target approximation part of the PENTA model was made in (Xu...
et al., 1999). The general notion of syllable-synchronized sequential target approximation has been tested in an attempt to synthesize English intonation through target parameter estimation based on real speech and re-synthesis using the target parameters (Sun, 2002). The results were encouraging, as has been discussed in Section 4.3.1. However, the quantization of the TA model in (Xu et al., 1999) is not fully adequate in that it is not able to capture the effect of final velocity of the preceding syllable on the \( F_0 \) of the following syllable. Such influence has since been found to be quite substantial in both Mandarin and English when the strength of the second syllable is weak (Chen and Xu, forthcoming; Xu and Xu, in press).

An improved quantitative implementation of the PENTA mode should therefore fully capture this aspect of the articulatory mechanism.

5.2. Comparing PENTA with other models

To compare PENTA with other models, it may help to first divide the models into two broad groups. The first may be referred to as the direct \( F_0 \) specification models, and the second articulatorily oriented models. Direct \( F_0 \) specification models try to capture surface forms directly, and to map them onto either communicative functions or phonological categories. Other than \( F_0 \) itself, parameters of these models usually bear no articulatory connotations or assumptions. The basic, often implicit, assumption is that all the major details of \( F_0 \) contours are deliberately produced to satisfy perception or linguistic specifications of the language in question. The main examples of this group of models are the IPO model (t Hart et al., 1990), the tilt model (Taylor, 2000), the quadratic spline model (Hirst and Esesser, 1993), and the Pierrehumbert model (Pierrehumbert, 1981). As demonstrated in Section 1.1 and 2, many of the details in pitch trajectories are directly attributable to properties of the articulatory system that generates \( F_0 \) contours. As such, they can be neither attributed entirely to perception or linguistic specifications, nor modeled adequately without taking the basic articulatory mechanisms into consideration.

Articulatorily oriented models are those that try to simulate the articulatory process underlying the generation of surface \( F_0 \) contours. In these models, parameters often have some articulatory connotations. And it is generally assumed in these models that perception and linguistic specifications play only a partial role in determining the \( F_0 \) trajectories. Among these are the Öhman model (Öhman, 1967), the command-response model (Fujisaki, 1983, 2003) and the soft template model (or Stem-ML) model (Kochanski and Shih, 2003). The PENTA model described in Section 4.1 belongs to this group.

The Öhman model and the command-response model by Fujisaki are somewhat similar in nature. In the Fujisaki model (Fujisaki, 1983, 2003), \( F_0 \) contours arise from responses of a second order linear system to two types of muscular commands, accent commands and phrase commands, which have idealized stepwise waveforms and idealized impulse waveforms, respectively. The system responds to these commands by generating critically damped oscillations of \( F_0 \), which rises or falls exponentially in the direction of the commands and then returns to the baseline after the termination of the commands. The soft template model (Kochanski and Shih, 2003) describes \( F_0 \) contours as resulting from implementing underlying tonal templates with different amounts of muscle forces under the physical constraint of smoothness. The smoothness constraint makes the connection between adjacent templates seamless, and the varying muscle forces determine the degree to which the shape of each template is preserved in the surface \( F_0 \). An important characteristic of this model is that the smoothness constraint is bidirectional, i.e., it exerts both carryover and anticipatory assimilatory influences.

Though sharing the common assumption that articulatory mechanisms need to be incorporated into the modeling process, the PENTA model differs from the other articulatorily oriented models in a number of nontrivial ways. First, it assumes syllable-synchronized sequential target approximation as the basic mechanism of \( F_0 \) contour generation. The synchrony assumption is absent in the command-response (Fujisaki, 1983, 2003), the Öhman model, and is only loosely held in the soft template model, in which the precise alignment of tonal templates with the syllable is flexible.
The sequential assumption, which allows only left-to-right assimilatory influences, differs from the assumption of the soft template model which assumes bidirectional smoothing as the major shaping mechanism of surface $F_0$ contours. Second, for reasons discussed in Section 4.3.1, the PENTA model assumes no or negligible returning force in the direction of a “baseline” as assumed in the command-response model. Third, similar to the soft template model but different from the command-response models, the most basic information bearing components in the PENTA model are ideal pitch patterns rather than muscle commands. The rationale behind this assumption is that, as seen in Fig. 1 and the discussion in Section 1.1, while the ideal pitch pattern may remain constant, the actual $F_0$ trajectories approaching it, and hence the muscle commands generating the trajectories may differ significantly in various tonal and intonational contexts. A further support for this assumption comes from the recent finding that on-line auditory feedback plays a role in the production of tone sequences in Mandarin (Xu et al., 2004a), which implies that muscle forces are constantly adjusted during articulation and hence cannot be stored as invariant patterns corresponding directly to phonological tones or even phonetic tonal targets.

At the local level, therefore, the PENTA model is built on rather stringent assumptions. These assumptions may turn out to be wrong, but their explicitness should make them easily testable.

With regard to the communicative aspects of speech melody, both the Öhman model (Öhman, 1967) and the command-response model (Fujisaki, 1983, 2003) have considered only two possible types of neural commands: local accents and phrasal or global intonation commands. The soft template model has considered tonal templates, prosodic strength and phrase curve as three controllable parameters. In the PENTA model, the parallel transmission of multiple communicative functions is part of the basic assumption and such transmission is assumed to be enabled through distinct and sometimes complex encoding schemes that are either language specific or universal. Note that, however, the PENTA model by itself does not stipulate the properties of the encoding schemes. It only provides a mechanistic framework for the encoding schemes to be implementable. The detailed properties of the encoding schemes, whether universal or language specific, can be discovered only through empirical investigations in which potential contributors to surface $F_0$ contours are systematically controlled.

6. General summary and conclusion

There might be a natural tendency for those mainly interested in the linguistic and communicative aspects of speech to want to stay away from the details of speech production mechanisms, and for those mainly interested in the phonetic aspects of speech to want to avoid directly dealing with too many complex linguistic or communicative functions. The discussion in the present paper has demonstrated that the articulatory mechanisms of $F_0$ production and the rich communicative functions conveyed through $F_0$ are so intricately related that the understanding of even a single aspect of speech melody requires knowledge about how the system works as a whole. The present paper is thus an attempt to consider articulatory mechanisms and communicative functions together. It is recognized that speech melody is used to convey a variety of communicative functions. But such conveyance is done through an articulatory system with various properties. The nature of these properties are such that the function transmission has to be done by controlling a limited number of articulatorily operable parameters, which I have referred to as the melodic primitives. Four such primitives have been considered: local pitch target, pitch range, strength and duration. The mapping of these primitives to communicative meanings, however, is not direct, but through a number of encoding schemes, each corresponding to a specific function. The encoding schemes are distinct from each other in their manner of controlling the melodic primitives. This allows multiple communicative functions to be conveyed in parallel through speech melody. The communicative functions are ultimately converted to continuous, detailed surface acoustic patterns through an articulatory process of syllable-synchronized
sequential target approximation, which takes as its control parameters the melodic primitives specified by the encoding schemes. This view of speech melody is summarized into a comprehensive model of tone and intonation, namely, the parallel encoding and target approximation (PENTA) model. Compared to the existing models of speech melody, the PENTA model is very stringent in terms of its articulatory assumptions, but at the same time it specifies mechanisms for multiple communicative functions to be transmitted in parallel.

Admittedly, many important tonal and intonational phenomena are not covered in the present paper. An important reason for this inadequacy, other than the apparent space limit, is the lack of systematically obtained data. For example, whether question intonation in certain Eastern European languages involves pitch range manipulation in addition to the local \( F_0 \) contours discussed in (Grice et al., 2000) cannot be known until \( F_0 \) height is compared between statement and question (although there is already some initial evidence for pitch range raising, e.g., D’Imperio, 2001 and Gussenhoven, 2002). For another example, we cannot know for certain how many of the reportedly tonal phenomena in many African tone languages are purely tonal or rather at least partially intonational until data have been collected in investigations that systematically control intonational variables as well as tonal variables.

Also, the present paper has made no attempt to link intonational meanings directly to the “biological codes” proposed by Ohala (1983, 1984) and elaborated by Gussenhoven (2002). Instead, the proposed encoding schemes corresponding to the communicative functions considered here are assumed to be largely codified through long-term use in each language, or in other words, “grammaticalized” in (Gussenhoven’s, 2002) term. On the other hand, there may be communicative functions that are not as codified, notably those related to attitudes and emotions (e.g., Cowie and Cornelius, 2003; Mozziconacci, 2002; Scherer, 2003; Wichmann, 2000, among others). As has been argued, a better understanding of emotion and attitude is dependent on improved understanding of ‘normative’ use of prosody (Wichmann, 2002), and that emotion and attitude are best studied when pitch variation is represented in the theoretical framework of a model of intonation (Mozziconacci, 2002). It is hoped that the discussion in the present paper will help to establish such a theoretical framework.

Finally, the principles and mechanisms discussed in the present paper are probably relevant also to the segmental aspect of speech, especially in regard to the variability of consonants and vowels related to nonlexical factors. In fact, the main benefit of considering the melodic aspect of speech separately from the segmental aspect is to have a more focused discussion. While such narrow focus may be beneficial in the short run, in the long run, it is necessary to develop a unified theory encompassing multiple aspects of speech based on simultaneous consideration of both articulatory constraints and communicative functions.
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